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The following notes contain a survey of those properties of convex cones, convex sets, and convex functions in finite dimensional spaces which are most frequently used in other fields. Emphasis is given to results having applications in the theory of games and in programming problems.

Chapters I and II center about the interaction of the two features of convexity in linear spaces and affine spaces: i. the original definition of a convex set as a set containing all segments whose endpoints are in the set and ii. the existence of a support through every boundary point.

The convex hull of a set is the set of all centroids of points in the given set, while its closure is the intersection of all halfspaces containing the set. This fact may be considered as the kernel of many of the applications of the concept of convexity. It indicates also the important (though not quite complete) self-duality of the theory. The projective and - it is believed - most general formulation of this duality is given at the end of Chapter II.

The first part of Chapter III deals with the well-known elementary properties of continuous convex functions. No differentiability assumptions are made, but the directional derivative which always exists is investigated and used rather extensively. The second part of the chapter contains recent investigations. By means of a suitable polarity, an involutory correspondence between convex functions is established and applied to a generalized convex programming problem. Finally the level sets of a convex function are studied and the existence of a convex function with given level sets is discussed.

Since the end of the last century numerous papers have dealt mainly or partially with convex sets or functions.
Many results have been discovered several times in different formulations — often adapted to particular applications in other fields. No attempt has been made in these notes to quote for each theorem the first paper in which it appears in the formulation chosen here. In fact most of the basic concepts and results can be traced back in one form or another to the very first papers on the subject. Short historical notes and references are gathered at the end of this report.
Chapter I

CONVEX CONES

§1. PRELIMINARIES

Let $L^n$ be an $n$-dimensional Euclidean vector space with origin $0$, vectors $x, y, \ldots$, inner product $(x, y)$, norm $\|x\| = \sqrt{(x, x)}$, and metric $d(x, y) = \|x - y\|$. Identify the vector $x$ with the $n$-tuple \( \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \) of its coordinates with respect to a particular orthonormal basis of $L^n$.

Then $(x, y) = x'y = \sum_{i=1}^{n} x_i y_i$.

A subset $M$ of $L^n$ is called a cone if $0$ is in $M$ and $x \in M$ implies $\lambda x \in M$ for every non-negative real scalar $\lambda$. The particular cones consisting of a non-zero vector $x$ and all its multiples $\lambda x$ ($\lambda > 0$) are rays. A cone which contains at least one non-zero vector is therefore just the union of the rays it contains.

Since all non-trivial cones may be thought of as sets of rays, it is desirable to introduce a topology on these rays from the topology on $L^n$. This might be done by defining the angle

$$\theta(x, y) = \arccos \frac{x'y}{\|x\| \|y\|} \quad (0 \leq \theta \leq \pi)$$

as a metric on $L^n \setminus \{0\}$. This angle depends only on the rays (x) and (y) to which x and y belong. It may be thought of as the angle between the two rays. The proof that this angle is indeed a metric for the rays, in particular that it satisfies the triangle inequality, is not obvious. An
equivlent metric is

$$[x,y] \sqrt{\frac{x' y' - x^T y}{||x||^2 ||y||^2}}.$$ 

This new metric is the chord distance between the two points $\frac{x}{||x||}$ and $\frac{y}{||y||}$ on the unit sphere $||z|| = 1$. That is

$$[x,y] = d\left(\frac{x}{||x||}, \frac{y}{||y||}\right).$$

Clearly $[x,y]$ depends only on the rays $(x)$ and $(y)$. $[x,y]$ also satisfies the defining conditions for a metric on the space of rays. The geometric description shows that the two metrics are topologically equivalent.

A **sequence of rays** $(x^n)$ is said to converge to a ray $(x)$ if $[x^n, x] \to 0$. A ray $(x)$ is called a limit ray of a cone $M$ if there is a sequence of rays of the cone which are different from $(x)$ and which converges to $(x)$. A **closed cone** or a closed set of rays is a cone which contains all its limit rays. A cone is closed in this sense if and only if it is closed in the usual topology of $L^n$. A cone is **open** if and only if the complementary set of rays is a closed cone. This is equivalent to the definition:

**DEFINITION.** $M$ is open if and only if for every $(x)$ in $M$ there is an $\varepsilon > 0$ such that all rays $(y)$ with $[x,y] < \varepsilon$ are in $M$.

The set of such rays $(y)$ is called an $\varepsilon$-**neighborhood** of $(x)$. An open cone as a set in $L^n$ is an open set of $L^n$ plus the origin. A ray $(x)$ is called an **interior ray** of a cone $M$ if $M$ contains an $\varepsilon$ neighborhood of $(x)$ for some $\varepsilon > 0$. A ray $(x)$ such that the complementray cone to the cone $M$ contains a neighborhood of $(x)$ is called an **exterior ray** of $M$. A **boundary ray** of a cone $M$ is a limit ray of $M$ which is not an interior ray of $M$. 
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With any cone \( M \) there is associated a smallest linear subspace \( S(M) \) of \( L^n \) which contains \( M \). This space may be defined as the intersection of all subspaces containing \( M \). The dimension \( d(M) \) of the space \( S(M) \) is called the linear dimension of the cone \( M \). In the theorems which follow \( S(M) \) will often play a more important role than \( L^n \) itself. For these results cones, open or closed relative to \( S(M) \), and interior, exterior, and boundary rays relative to \( S(M) \) will be considered rather than their counterparts in the topology of the full space \( L^n \). They will be called for simplicity relative interior, relative exterior, and relative boundary rays.

§2. CONVEX CONES

A cone \( C \) is convex if the ray \((x+y)\) is in \( C \) whenever \((x)\) and \((y)\) are rays of \( C \). Thus a set \( C \) of vectors is a convex cone if and only if it contains all vectors

\[ \lambda x + \mu y \quad (\lambda, \mu \geq 0; x, y \in C). \]

The largest subspace \( s(C) \) contained in a convex cone \( C \) is called the lineality space of \( C \) and the dimension \( l(C) \) of \( s(C) \) is called the lineality of \( C \).

**Lemma 1.** If \((x)\) is an interior ray of a convex cone \( C \) relative to \( S(C) \) and \((y)\) is a boundary or interior ray of \( C \) relative to \( S(C) \), every ray \((\lambda x + \mu y)\), where \( \lambda \) and \( \mu \) are positive real numbers, is an interior ray of \( C \) relative to \( S(C) \).

**Proof:**

Case 1: \((y) = (-x)\), that is \((\lambda x + \mu y) = (x)\) or \((y)\). It will be shown that \( C = S(C) \). It may be assumed that \( y \notin C \).
Otherwise there is a \( y^* \in C \) so close to \( y \) that \( (x^*) = (-y^*) \) is in a neighborhood of \( (x) \) contained in \( C \). Thus, \( x^* \) and \( y^* \) satisfy the assumptions of the lemma. Let \( z \neq 0, + x \) be any vector in \( S(C) \). Consider the plane \( P \) spanned by \( x \) and \( z \). Now \( C \cap P \) contains an angle around \( (x) \). In this angle there is a ray \( (\bar{x}) \) such that \( z \) is in the \textit{extreme} angle determined by \( (\bar{x}) \) and \( (y) \). Hence \( z \) is a linear combination of \( \bar{x} \) and \( y \) with positive coefficients. Therefore \( z \) is in \( C \) and \( C = S(C) \). The lemma follows in this case because every ray of \( S(C) \) is relative interior to \( S(C) \).

Case 2: \( (y) + (-x) \) which implies \( (\lambda x + \mu y) \neq (y) \).

2.1: \( y \not\in C \). There is any \( \eta > 0 \) such that \( C \) contains an \( \eta \)-neighborhood of \( (x) \) relative to \( S(C) \). It has to be shown that there is an \( \epsilon > 0 \) such that \( C \) contains an \( \epsilon \)-neighborhood of \( (\lambda x + \mu y) \) relative to \( S(C) \). Consider first an arbitrary \( \epsilon > 0 \). Let \( z \) be any ray in the \( \epsilon \)-neighborhood of \( (\lambda x + \mu y) \). Put \( z = \lambda x + \mu y + v \) and suppose \( z \) is normalized so that \( \|v\| = \|\lambda x + \mu y\| \). Then

\[
(\lambda x + \mu y + v, \lambda x + \mu y)^2 = \frac{\|v\|^2}{\|\lambda x + \mu y\|^2} < \epsilon^2,
\]

hence

\[
\|v\|^2 < \epsilon^2 \|\lambda x + \mu y\|^2.
\]

Consider now the vector \( x + \frac{1}{\lambda} v \) for which \( \lambda(x + \frac{1}{\lambda} v) + \mu y = z \).

The distance of \( (x + \frac{1}{\lambda} v) \) from \( (x) \) satisfies

\[
(x + \frac{1}{\lambda} v, x)^2 = 2 - 2 \frac{\|x\|^2 + \frac{1}{\lambda} v, x}{\|x + \frac{1}{\lambda} v\| \|x\|} < 2 - 2 \frac{\|x\|^2 + \frac{1}{\lambda} \|v\|}{\|x\|} \frac{\|x\|}{\|x\| + \frac{1}{\lambda} \|v\|} < \frac{4 \|v\|}{\|x\| + \frac{1}{\lambda} \|v\|}.
\]
This will be less than \( \eta \) when \( \epsilon < \frac{\eta}{\| \lambda x + \mu y \|} \). Hence \( x + \frac{1}{\lambda} \) and \( z \) are in \( C \) when \( \epsilon \) is this small.

2.2: \( y \notin C \). There is a sequence of vectors \( y^\nu \in C \) tending to \( y \). Since the bound found for \( \epsilon \) remains greater than a positive constant when \( y \) varies in a bounded region, there is a fixed \( \epsilon_0 > 0 \) such that the \( \epsilon \)-neighborhood of \( \lambda x + \mu y^\nu \) is in \( C \) for \( \nu = 1, 2, \ldots \). Since \( \lambda x + \mu y^\nu \rightarrow \lambda x + \mu y \) every vector \( z \) for which \( \| z \| < \epsilon_0, \lambda x + \mu y \| < \epsilon \) will be in this neighborhood for sufficiently large \( \nu \). This completes the proof.

The following list gives some of the more important simple properties of convex cones.

1. The closure \( \overline{C} \) of a convex cone \( C \) is convex. This follows directly from the definition of convexity.

2. The interior of a convex cone \( C \) relative to \( S(C) \) is a convex cone. This is a corollary of Lemma 1.

3. A convex cone has interior rays relative to \( S(C) \).

This follows because the set of vectors \( v(\lambda) = \lambda_1 x^1 + \ldots + \lambda_d x^d \) (where \( x^1, \ldots, x^d \) are fixed vectors of \( C \) which form a basis of \( S(C) \) and \( \lambda_1, \ldots, \lambda_d \) are positive variables) form a set of rays in \( C \) which is open in \( S(C) \).

4. In every neighborhood of a relative boundary ray \( (z) \) of a convex cone \( C \) there is a ray exterior to \( C \).

Let \( (x) + (-z) \) be any relative interior ray of \( C \). If \( N \) is a given neighborhood of \( (z) \) select some ray \( (w) \) in \( N \) such that \( w = -\gamma x : z, \gamma > 0 \). \( (w) \) is therefore a ray
near \((z)\) in the plane of \((x)\) and \((z)\) such that \((z)\) is in the smaller angle between \((x)\) and \((w)\). If \((w)\) were not an exterior ray of \(C\), Lemma 1 would state that all rays \((\lambda x + \mu w)\) \((\lambda, \mu > 0)\) would be relative interior rays. In particular \((z) = (\eta x + w)\) would be a relative interior ray. Hence \((w)\) is an exterior ray of \(C\).

This property does not hold for cones in general as is shown by the example of the cone which is the whole space with exception of one ray.

5. A convex cone \(C\) and its complement have the same boundary rays. An immediate consequence of Property 4.

6. A convex cone which is everywhere dense in \(\mathbb{L}^n\) is \(\mathbb{L}^n\).

This follows from Property 4.

§5. SUPPORTS

A closed half-space defined by a relation \(x'u \leq 0\) for a fixed \(u \geq 0\) is called a support for a cone \(M\) if \(M\) is contained in this half-space.

THEOREM 1. If \(C\) is a convex cone and \((z)\) a ray exterior to \(C\), there is a support of \(C\) which does not contain \((z)\).

To prove this theorem a vector \(u\) must be found such that \(x'u \leq 0\) for all \(x\) in \(C\) and \(z'u \geq 0\). It will certainly be sufficient to show this for any closed convex cone, since a ray exterior to a cone is also exterior to the closure of the cone. Since the rays of a closed cone form a compact set, there is some ray \((x^0)\) such that \([z, x^0] = \min [z, x]\). It can be assumed without loss of generality that \(\|z\| = \|x^0\| = 1\).
Case 1. \([z, x^0] = \min_{x \in C} [z, x] = 2\). Then \(x^0 = -z\) and any vector \(u\) such that \(x'u < 0\) defines a support for \(C\) for which \(z'u > 0\).

Case 2. \([z, x^0] < 2\). Since \([z, x]\) is a monotone decreasing function of \(z'x\) if \(z\) and \(x\) are unit vectors, \([z, x^0] = \min_{x \in C} [z, x]\) implies \(z' \frac{x}{\|x\|} < z' x^0\) for all \(x \in C\).

Because \(x^0 \in C\) and \(x \in C\) implies that \((1 - \theta)x^0 + \epsilon x \in C\) \((0 < \theta < 1)\), it follows that

\[
\frac{z'}{(1 - \theta)x^0 + \epsilon x} \leq z' x^0 \text{ for any } 0 < \theta < 1 \text{ and any } x \in C.
\]

Therefore

\[
(z'x - z'x^0) \leq z' x \sqrt{\frac{(1 - \theta)^2 + \epsilon^2}{\theta}} (z'x^0)' - 1.
\]

If \(\theta\) tends to zero, the limiting relation

\[
z'x - z'x^0 \leq z'x^0 (x^0'x - 1)
\]

is derived. (The right side is the derivative of the square root with respect to \(\theta\) at \(\theta = 0\).) Hence

\[
z'x \leq (z'x^0)(x^0'x) \quad \text{or}
\]

\[
x'(z - (z'x^0)x^0) \leq 0 \text{ for all } x \text{ in } C.
\]

Since \(z\) and \(x^0\) are linearly independent

\[
z - (z'x^0)x^0 \neq 0.
\]

Therefore the vector \(u = z - (z'x^0)x^0\) defines a halfspace of
support for $C$. Now $z'(z - (z'x^0)x^0) = 1 - (z'x^0)^2$ which is greater than zero since $z$ and $x^0$ are not opposite unit vectors. This completes the proof of Theorem 1.

**COROLLARY 1.** A convex cone which is not the whole of $L^n$ has a support, i.e. it is in some half-space.

There must be at least one ray $(z)$ not in $C$ if $C \neq L^n$. If this is not an exterior ray then by Property 4 there is some other ray $(z')$ which is an exterior ray. Theorem 1 says that $C$ is contained in a half-space not containing this exterior ray.

**COROLLARY 2.** If $(z)$ is a boundary ray of $C$ there is a supporting half-space, $x'u \leq 0$, to $C$ such that $z'u = 0$. In $z$ is on the boundary of this support.

Let $z^1, \ldots, z^t$ be a sequence of vectors exterior to $C$ and converging to $z$. For each $t$ there is a support such that $x'u_t \leq 0$ for $x \in C$, $z^t'u_t \geq 0$. The $u^t$ may be assumed to be unit vectors and hence contain a subsequence which converges to some vector $u$. Now $x'u \leq 0$ for all $x \in C$ and $z'u \geq 0$. Since $z \in C$, $z'u = 0$.

§4. THE CONVEX HULL AND THE NORMAL CONE

If $M$ is a cone, the cone $|M|$ which is the intersection of all convex cones containing $M$ is called the convex hull of $M$. The convex hull of $M$ is the smallest convex cone
containing $M$.

For any cone $M$, $|M| \supset |\overline{M}|$ because $\overline{M}$ is a closed convex cone containing $M$ and hence $\overline{M}$ and $|\overline{M}|$. The more interesting question is when $|\overline{M}| \subset |M|$ that is when $|M| = |\overline{M}|$. Examination of the possible two dimensional cones shows that $|\overline{M}| = |M|$ if $d(M) = 2$. It will be proved later that if $M$ consists of a finite number of rays or if $M$ is closed and $l(|M|) = 0$ the equality also holds. That the equality does not hold in general is shown by the following example in $\mathbb{R}^3$:

$$M = \{ \text{vectors } (x_1, x_2, x_3) \mid (x_1 - |x_3|)^2 + x_2^2 < x_3^2 \}.$$  

Here $\overline{M} = M$ and $|\overline{M}|$ is the open half-space defined by $x_1 > 0$ plus the line $x_1 = x_2 = 0$. On the other hand $|M|$ is the closed half-space defined by $x_1 > 0$.

**Theorem 2.** The closure $|\overline{M}|$ of the convex hull of a cone $M$ is the intersection of all the supports of $M$.

The intersection $I$ of all supports of $M$ is a closed convex cone containing $M$. Therefore $I \supset |\overline{M}|$.

If $(z)$ were a ray of $I$ which was not in the closed convex cone $|\overline{M}'|$, it would be an exterior ray to $|\overline{M}|$ and hence by Theorem 1 there would be a homogeneous hyperplane separating $(z)$ from $|\overline{M}|$ and hence from $M$. The halfspace defined by this hyperplane which contained $M$ would be a support of $M$ which did not contain $(z)$. Therefore $|\overline{M}| \supset I$.

The cone $M^*$ formed by all vectors $u$ such that $x'u < 0$ for every vector $x$ in a cone $M$ is called the normal cone of $M$; for, it consists of all outer normals of supports to $M$. Clearly $M^*$ is convex and closed and hence $|M^*| = M^*$. 
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If $M$ is a subspace, $M^*$ is its orthogonal complement.

**Theorem 3.** $M^{**} = \overline{|M|}$

If $y \in M^{**}$, then $y'u \leq 0$ for all $u$ such that $x'u \leq 0$ for all $x$ in $M$. Therefore $y$ is in the half space of support of $M$ which is defined by $z'u \leq 0$ for a particular $u$ in $M^*$. Now as $u$ ranges over $M^*$, this half space ranges over all supports of $M$. Therefore $y$ is in the intersection of the supports of $M$ and hence in $\overline{|M|}$ by Theorem 2. Since $M^{**}$ is a convex closed cone, it follows that $M^{**} \supset \overline{|M|}$. Hence $M^{**} = \overline{|M|}$.

**Corollary:** If $C$ is a closed convex cone

$C^{**} = C$.

Because of this relation, the normal cone $C^*$ is also called the polar cone of $C$ when $C$ is closed and convex.

**Theorem 4:** For any two cones $M$ and $N$:

$$(M \cup N)^* = M^* \cap N^*$$

and

$$(M \cap N)^* \supset M^* \cup N^*$$

If $u'x \leq 0$ for all $x \in M \cup N$ then $u'x \leq 0$ for all $x \in M$ and for all $x$ in $N$, and conversely. Hence

$$(M \cup N)^* = M^* \cap N^*$$

Substitution of $M^*$ for $M$ and $N^*$ for $N$ in this equation gives

$$(M^* \cup N^*)^* = M^{**} \cap N^{**}$$. If the normal cone is now considered

$M^* \cup N^* \subset (M^* \cup N^*)^{**} = (\overline{|M|} \cap \overline{|N|})^{**} \subset (M \cap N)^*$.
COROLLARY: If \( C \) and \( D \) are convex cones,

\[
(C + D)^* = C^* \cap D^*
\]

and

\[
(\overline{C \cap D})^* = \overline{C^* + D^*}.
\]

For general cones \( M \) and \( N \), \(|M \cup N| \geq M + N \supseteq M \cup N\).

Since \((|M \cup N|)^* = (M \cup N)^*\), \((M \cap N)^* = (M \cup N)^*\). Hence for convex cones \((C + D)^* = C^* \cap D^*\). Also \((C^* + D^*)^* = C^{**} \cap D^{**} = \overline{C \cap D}\). Therefore \(\overline{C^* + D^*} = (C^* + D^*)^{**} = (\overline{C \cap D})^*\).

THEOREM 5. For any cone \( M \),

\[
d(M), \ l(M^*) = n
\]

and

\[
l(|M|) + d(M^*) \leq l(\overline{M}) + d(M^*) = n.
\]

From the definition of the normal cone, it follows that \( s(M^*) \subseteq M^* \) implies \( s(M^*) \supseteq M^{**} \supseteq M \). Now \( s(M^*) \) is a subspace of dimension \( n - l(M^*) \). Therefore \( n - l(M^*) \geq d(M) \). On the other hand \( S(M) \supseteq M \). Hence \( S(M^*) \subseteq M^* \). Since \( S(M)^* \) is a subspace of dimension \( n - d(M), \) it follows that \( n - d(M) \leq l(M^*) \).

Hence \( l(M^*) + d(M) = n \). Substitution of \( M^* \) for \( M \) in this relation gives

\[
l(M^{**}) + d(M^*) = l(\overline{M}) + d(M^*) = n.
\]

Since \( l(|M|) \leq l(\overline{M}) \) the theorem is proved.

\[
\text{The sum } M + N \text{ of two cones } M \text{ and } N \text{ is defined as the cone of all vectors } x + y, x \in M, y \in N.
\]
COROLLARY: For a closed convex cone C

\[ l(C) + d(C^*) = n \]

and

\[ l(C^*) + d(C) = n. \]

§5. THE CONVEX HULL AND POSITIVE LINEAR COMBINATIONS.

THEOREM 6. Any vector \( x \) of \( |M| \) is of the form \( x = \lambda_1 x^1 + \ldots + \lambda_P x^P \) for \( x^p \in M \) and \( \lambda_p \geq 0 \).

This follows immediately because the set of all such non-negative finite linear combinations is in \( |M| \) and on the other hand these linear combinations do form a convex cone.

THEOREM 7. Any vector \( x \neq 0 \) in \( |M| \) is a positive linear combination of linearly independent vectors in \( M \). (This shows that any vector of \( |M| \) can be expressed as a non-negative linear combination of some \( d(M) \) vectors of \( M \) where \( d(M) \) is the linear dimension of \( M \)).

By Theorem 6, \( x = \lambda_1 x^1 + \ldots + \lambda_P x^P \) for some vectors \( x^p \) of \( M \) and some constants \( \lambda_p \geq 0 \). If the vectors \( x^1, \ldots, x^P \) are linearly dependent then there are some real numbers \( \mu_1, \ldots, \mu_P \) not all zero such that \( \mu_1 x^1 + \ldots + \mu_P x^P = 0 \). It may be assumed that at least one \( \mu_p \) is positive. Let \( \tau \) be an index such that.
\[ \frac{\lambda}{\mu} = \min_{\psi \text{ such that } \psi \mu > 0} \langle \frac{\lambda}{\mu} \rangle \]

Now

\[ x = \lambda_1 x^1 + \ldots + \lambda_r x^r = \frac{\lambda}{\mu} (\mu_1 x^1 + \ldots + \mu_r x^r) = \]

\[ (\lambda_1 - \frac{\lambda}{\mu} \mu, x^1) + \ldots + (\lambda_r - \frac{\lambda}{\mu} \mu, x^r) \]

Since \((\lambda_1 - \frac{\lambda}{\mu} \mu, x^1) \geq 0\) for all \(\rho\) and \(- \lambda_1 - \frac{\lambda}{\mu} \mu\), the expression above represents \(x\) as a non-negative linear combination of fewer than \(r\) vectors. Therefore if \(r\) is chosen minimal, \(x^1, \ldots, x^r\) must be linearly independent. This proves the theorem.

**Lemma 2.** If \(H\) is a supporting hyper-plane to a cone \(M\)

\[ |M \cap H| = |M| \cap H. \]

Now \(|M \cap H| \subset |M|\) and \(|M \cap H| \subset H\). Therefore \(|M \cap H| \subset |M| \cap H\). Consider the union \(D\) of \(|M \cap H|\) and the open half space determined by \(H\) which is a support for \(M\). \(D\) is convex and it contains \(M\) hence \(|M|\). On the other hand \(D \cap H = |M \cap H|\). Therefore \(|M \cap H| \subset |M| \cap H\).

**Lemma 3.** If \(s = s(|M|)\) is the largest subspace contained in the convex hull \(|M|\) of a cone \(M\), then

\[ |M \cap s| = s. \]

The proof is by induction on \(d - 1\) where \(d\) is the
linear dimension of $M$, and $l$ is the lineality of $|M|$ that is the dimension of $s$.

If $d = 1$, $s = S(M)$ so $M \cap s = M$. Therefore $|M \cap s| = |M|$. Since $s \subseteq |M| \subseteq S(M)$ and $s = S(M)$, $|M \cap s| = s$.

If $d > 1$, let $H$ be a supporting hyperplane of $M$ in the space $S(M)$. By the preceding lemma $|M \cap H| = |M| \cap H$. Now $|M \cap H|$ is of dimension at most $d - 1$ and $s$ is the largest subspace contained in $|M \cap H|$. The assumption $s = \{(M \cap H) \cap s\}$ therefore immediately yields $s = |M \cap (H \cap s)| = |M \cap s|$. This proves the lemma by induction.

**Theorem 8.** Let $M$ be a cone such that $|M| = S(M)$. Given any finite set $V$ of vectors in $M$ which contains at least one non-zero vector, there is a set $W$ of at most $d = d(M)$ vectors in $M$ such that the vectors of $V \cup W$ are linearly dependent with positive coefficients. Conversely, if there is a finite set of vectors in $M$ which span $S(M)$ and which are linearly dependent with positive coefficients, then the convex hull of the rays determined by these vectors and, hence, $|M|$ is $S(M)$.

Let $y_1^1, \ldots, y_n^r$ be the vectors of $V$. Then by Theorem 7 the vector $-y_1^1 - \cdots - y_n^r$ is a non-negative linear combination of at most $d$ vectors in $M$.

Suppose that $x^1, \ldots, x^r$ are vectors of a cone $M$ which span $S(M)$ and there exist constants $\mu > 0$ such that

$$\mu_1 x^1 + \cdots + \mu_r x^r = 0.$$
Let $N$ denote the cone consisting of the rays $(x^1), \ldots, (x^r)$. If $|N|$ is not $S(M)$, by Corollary 1 to Theorem 1, there is some half-space of support relative to the space $S(M)$ for $N$. Let such a half space be defined by the relation $x'u \leq 0$ for a fixed vector $u \neq 0$. Then $x^p'u \leq 0$ for $p = 1, \ldots, r$. Therefore $(\mu_1x^1 + \cdots + \mu_rx^r)'u = 0$ implies $\mu_p x^p'u = 0$ and hence $x^p'u = 0$ for all $p$. Since the $x^p'$ span the whole space $S(M)$, this is impossible. This proves the last statement of the theorem.

**COROLLARY:** If for a cone $M$, $|M| = S(M)$, $d = d(M) > 0$, then there is a set of at most $d + 1$ non-zero vectors of $M$ which are linearly dependent with positive coefficients. There is also in $M$ a set of at most $2d$ vectors spanning $S(M)$ which are linearly dependent with positive coefficients.

This follows from Theorem 8 when $V$ consists of one vector or $d$ linearly independent vectors.

The following example shows that $d + 1$ is the best possible number in the first statement. Let $x^1, \ldots, x^d$ form a basis of a subspace of $L^n$. The cone $M$ consisting of the rays $(x^1), \ldots, (x^d),$ and $(-x^1 - \cdots - x^d)$ has $d(M) = d$ and contains no set of $d$ vectors which are linearly dependent with positive coefficients. The cone consisting of the rays $(x^1), \ldots, (x^d), (-x^1), \ldots, (-x^d)$ is an example showing that $2d$ is the best possible result for the second statement.

**THEOREM 9.** Let $M$ be a cone and let $l > 0$ be the lineality of $|M|$. There is
a set of at most $l + 1$ non-zero vectors of $M$ which are linearly dependent with positive coefficients. There is also a set of at most $2l$ vectors of $M$ which span $s(|M|)$ and which are linearly dependent with positive coefficients.

If there is a set of vectors of $M$ among which $r$ are linearly independent and such that the set of vectors as a whole is linearly dependent with positive coefficients then $r \leq 1$ and the convex hull of the rays determined by these vectors is an $r$-dimensional subspace of $s(|M|)$.

By Lemma 5 this reduces to Theorem 8 and its corollary applied to the cone $M^\circ$'s.

By means of the preceding results the former statements concerning the validity of $|\bar{M}| = |\bar{M}|$ will now be proved.

THEOREM 10. If $M$ consists of a finite number of rays $|\bar{M}| = |\bar{M}|$.

If $x$ is in $|\bar{M}|$ there are vectors $x^\varphi = \lambda_1 x_1^\varphi + \ldots + \lambda_r x_r^\varphi$ $\forall \varphi = 1, 2, \ldots, \in |\bar{M}|$ such that $x^\varphi \to x$ as $\varphi \to \infty$. Here the vectors $x^\varphi \in M$ and the vectors $x_1^\varphi$, $\ldots$, $x_r^\varphi$ can be assumed linearly independent because of Theorem 7. It can be assumed without loss of generality that all the vectors $x$, $x_1^\varphi$, and $x_r^\varphi$ are unit vectors. By replacing the sequence of $x_i^\varphi$'s by a subsequence of them, $r$ can be made to be constant with respect to $\varphi$. A still finer subsequence can be chosen such that the unit vectors $x_i^\varphi$ can be made to converge to some unit vectors $x_i^\varphi$. Since there are only a finite num-
ber of rays in $M$ this means that this subsequence can be assumed to have $x^p = \bar{x}^p$ for all $\psi$ and $j$. Suppose therefore that the original sequence $x^p$ had been chosen so that $r$ does not depend upon $\psi$ and $x^p = \lambda_{1,\psi}^1 \bar{x}^1 + ... + \lambda_{r,\psi}^r \bar{x}^r$.

Consider the function $f(\mu_1, ..., \mu_r) = \|\mu_1 \bar{x}^1 + ... + \mu_r \bar{x}^r\|^2$. On the sphere $\sum_{j=1}^r \mu_j^2 = 1$ this function has a positive minimum $m$ since the $\bar{x}^j$ are linearly independent. Therefore $\|\lambda_{1,\psi} \bar{x}^1 + ... + \lambda_{r,\psi} \bar{x}^r\|^2 > m(\lambda_{1,\psi}^2 + ... + \lambda_{r,\psi}^2)$. Since $\|\lambda_{1,\psi} \bar{x}^1 + ... + \lambda_{r,\psi} \bar{x}^r\| = 1$, the $\lambda_{j,\psi}$ are bounded by $\sqrt{\frac{1}{m}}$. Therefore there is a subsequence of the $x^p$ such that for each $\psi$, $\lambda_{j,\psi} \to \lambda_j$ as $\psi \to \infty$ for some non-negative number $\lambda_j$. Therefore $x = \lambda_{1,\psi}^1 \bar{x}^1 + ... + \lambda_{r,\psi}^r \bar{x}^r$. Hence $x$ is in $|M|$.

**Theorem 11.** If $M$ is closed and $1 (|M|) = 0$, then $|M| = |M|$.

Let $x$ be a vector in $|M|$ and let $x^p$ be a sequence of vectors in $|M|$ which approach $x$. Then

$$x^p = \lambda_{1,\psi} x_1^p + ... + \lambda_{r,\psi} x_r^p$$

for some $\lambda_{j,\psi} \geq 0$ and some $x_{j,\psi} \in M$.

Here the $x_{j,\psi}$ may be assumed to be unit vectors and $r$ may be assumed less than or equal to $d$ the dimension of $S(M)$. As in the proof of Theorem 10 the sequence $x^p$ can be selected so that $r$ does not depend on $\psi$ and $x_{j,\psi} \to \bar{x}^j$ as $\psi \to \infty$. Since $M$ is a closed cone and the $x^p$ are unit vectors, the $\bar{x}^j$ are also unit vectors in $M$. If $y^1, ..., y^r$ are unit vectors in $S(M)$ which are linearly independent with non-negative coefficients, the function $\|\mu_1 y^1 + ... + \mu_r y^r\| = $
f(μ₁, ..., μₚ) for Mₚ ≥ 0 and \( \sum_{q=1}^{r} M_q^2 = 1 \) is positive and continuous. Hence it has a positive minimum \( m(y^1, ..., y^p) \). Consider the function \( m(z^1, ..., z^p) \) over sets of \( r \) unit vectors in \( M \). Any relation \( \mu_1 z^1 + ... + \mu_p z^p = 0 \) with \( \mu \geq 0, \sum_{j=1}^{r} M_j^2 = 1 \) would contradict the hypothesis that \( |M| \) contains no linear subspace (Theorem 9). Hence any \( r \) unit vectors of \( M \) are linearly independent with non-negative coefficients. Sets of \( r \) unit vectors of \( M \) range over a closed set in the product of \( r \) unit spheres because \( M \) is closed. Therefore \( m(z^1, ..., z^p) \) has a positive minimum \( m \). Hence \( \|x^p\| = \|\lambda_1 x^1 + ... + \lambda_p x^p\| \geq m \sum_{j=1}^{r} \lambda_j^2 \). Since \( x^p \rightarrow x, \|x^p\| \) and, hence, \( \sum_{j=1}^{r} \lambda_j^2 \) are bounded. Therefore a subsequence of the \( x^p \) can be chosen so that \( \lambda_j \rightarrow \lambda \) for \( p \rightarrow \infty \). With such a selection

\[ x = \lambda_1 x^1 + ... + \lambda_p x^p \]

so that \( x \in |M| \).

**Theorem 12.** Let \( C \) be a closed convex cone which is not the whole space \( \mathbb{R}^n \) and let \( H \) be the hyperplane which bounds a support to \( C \) defined by \( x'u \leq 0 \). Then \( C \cap H = s(C) \) if and only if \((u)\) is a relative interior ray of \( C^* \).

Suppose that \((u)\) is a relative interior ray of \( C^* \). Put \( d(C^*) = d^* \) and let \( v^1, ..., v^{d-1} \) be vectors such that \( u, v^1, ..., v^{d-1} \) form a basis for \( S(C^*) \). Consider the vectors

\[ u^1 = u + v^1, ..., u^{d-1} = u + v^{d-1}, u^d = u - v^1 - ... - v^{d-1}. \]
These also form a basis for $S(C^*)$.

Suppose that the selected vectors $v^1, \ldots, v^{d-1}$ are so short that $u^1, \ldots, u^d$ are in $C^*$. This is possible because $(u)$ is relative interior to $C^*$. Now

$$u = \frac{1}{d}(u^1 + \ldots + u^d).$$

Suppose that $x \in C \cap H$. Then $x'u^1 \leq 0, \ldots, x'u^d \leq 0$ and $x'u^0 = 0$. Hence $x'u^0 = 0, \ldots, x'u^d = 0$. Since the $u^j$ span the subspace $S(C^*)$, $x$ is in its orthogonal complement which contains $s(C)$ and has dimension $n - d(C^*)$. By the corollary to Theorem 5, $1 = n - d(C^*)$. Therefore the two spaces coincide. This proves the sufficiency part of Theorem 12.

Suppose on the other hand that $(u)$ is a relative boundary ray of $C^*$. A sequence $v^1, v^2, \ldots, v^\omega, \ldots$ can then be selected so that $x'y^\omega \leq 0$ does not define a support of $C$ but $v^\omega$ tends to $u$. This means that for every $v^\omega$ an $x^\omega \in C$ can be found such that $x^\omega v^\omega \geq 0$. Since $w'x = 0$ for some $w \in S(C^*)$ and $x \in s(C)$, $x^\omega$ is not in $s(C)$. Write $x^\omega$ as $y^\omega + z^\omega$ where $z^\omega$ is in $s(C)$ and $y^\omega$ is in $C$ but in the orthogonal complement of $s(C)$. Then $y^\omega + z^\omega = x^\omega v^\omega > 0$. It may be assumed without loss of generality that $\|y^\omega\| = 1$. If only a suitable subsequence of the $y^\omega$ is considered, these $y^\omega$ will converge to some unit vector $y$. For this $y$, $y'u \geq 0$, and hence $y'u = 0$. However, $y$ is not in $s(C)$.

This completes the proof of the theorem.

§6. EXTREME RAYS AND SUPPORTS

THEOREM 15. If $C$ is a closed convex cone of dimension greater than one and $C$
is not $S(C)$ or a half-space of $S(C)$, C is the convex hull of its relative boundary rays.

The assumption that $C$ is not a subspace or a half subspace means that $1 = \text{dim } s(C) \leq d(C) - 2$. Since $s(C)$ is contained in every supporting hyperplane of $C$ in the space $S(C)$ and since there is at least one such hyperplane because $C \neq S(C)$, every ray in $s(C)$ is a relative boundary ray of $C$. Let $z$ be any vector in $C$ which is not in $s(C)$. Since $1 \leq n-2$, there is a plane $P$ in $S(C)$ which contains the vector $z$ and intersects $s(C)$ only in the origin. The at most two dimensional cone $P \cap C$ contains $z$ but no two opposite rays because $P \cap s(C) = \emptyset$. Therefore it is a sector of less than $180^0$ in the plane $P$. Hence $z$ is a non-negative linear combination of boundary vectors of $P \cap C$. A boundary ray of $P \cap C$ is however a relative boundary ray of $C$. Therefore ($z$) is in the convex hull of the boundary rays of $C$. This proves Theorem 13.

\[ \text{relative} \]

**DEFINITION:** A ray ($x$) of a convex cone $C$ is an extreme ray of $C$ if $x$ is not a positive linear combination of two linearly independent vectors of $C$.

Clearly this definition does not depend upon the choice of the representative vector $x$.

**THEOREM 14.** A closed convex cone $C$ with $l(C) = 0$ is the convex hull of its extreme rays.
This is true for a one dimensional cone with $l(C) = 0$ because the one ray of the cone is necessarily an extreme ray.

Suppose the theorem has been proved for cones of dimension less than $d$. Let $(x)$ be a relative boundary ray of the $d$ dimensional closed convex cone $C$. Select a supporting hyperplane $H$ containing $(x)$. $C \cap H$ is a closed convex cone of dimension at most $d-1$. By the induction hypothesis $C \cap H$ is the convex hull of its extreme rays. Since $C$ is all on one side of $H$, an extreme ray of $C \cap H$ is also an extreme ray of $C$. Therefore every relative boundary ray of $C$ is in the convex hull of the extreme rays of $C$. Theorem 13 therefore gives that $C$ is in the convex hull of its extreme rays. This finishes the induction proof.

For the determination of the extreme rays of a particular cone it is helpful to note that any ray which is the only ray in the intersection of a supporting hyperplane and a convex closed cone is necessarily an extreme ray. It is not true, however, that for a general convex closed cone every extreme ray is the intersection of a supporting hyperplane and the cone. For example if in $L^2$, $C$ is the convex hull of a circular cone $D$ and a ray $(x)$ such that both $(x)$ and $(-x)$ are outside $D$, the extreme rays which are at the juncture of the curved surface of the cone and the flat surface of the cone are not the intersection of the cone with any supporting plane. Any supporting plane which contains one of these two rays contains the whole two dimensional cone spanned by this ray and $(x)$.

**DEFINITION:** A support $x'u \leq 0$ of a convex cone $C$ is an extreme support if $u$ is not a positive linear combination of two linearly independent outer normal vectors of supports of $C$, in other words if $(u)$ is an extreme ray of $C^*$. 
THEOREM 15. A closed cone $C$ with $d(C) = n$ is the intersection of its extreme supports.

This follows from Theorem 14 applied to $C^*$ and Theorem 6.

DEFINITION: A cone is called polyhedral if it is the convex hull of a finite number of rays.

A subspace is a polyhedral cone.

It is obvious that a sum of polyhedral cones is polyhedral.

The polar of a polyhedral cone is the intersection of a finite number of halfspaces. For, let $C$ be the convex hull of the rays $(a^p)_p, p = 1, \ldots, r$; then $C^*$ consists of all vectors $u$ for which $u^ta^p \leq 0, p = 1, \ldots, r$. Hence $C^*$ is the intersection of these halfspaces.

THEOREM 16. The polar of a polyhedral cone is polyhedral. In other words, a convex cone is polyhedral if and only if it is the intersection of a finite number of halfspaces.

Let $C$ be the convex hull of the rays $(a^p)_p, p = 1, \ldots, r$. Then $C^*$ is the intersection of the halfspaces $u^ta^p \leq 0$. If $(u^0)$ is an extreme ray of $C^*$, the vector $u$ must satisfy $n-1$ linearly independent equations $u^0a^p = 0$. For, otherwise there would be an at least two-dimensional neighborhood of $(u^0)$ all of whose rays satisfy all the inequalities $u^ta^p \leq 0$.
and \((u^0)\) could not be extreme. Since there are only a finite number of systems of \(n-1\) linearly independent equations \(u^0 a^\gamma = 0\), \(C^*\) has only a finite number of extreme rays.

If \(l(C^*) = 0\), that is \(d(C) = n\) it follows from Theorem 14 that \(C^*\) is polyhedral. If \(d(C) < n\), this, applied to \(C\) in \(S(C)\), yields that \(C^* \cap S(C)\) is polyhedral. Now \(C^*\) is the sum of \(C^* \cap S(C)\) and the subspace \(s(C^*) = S(C)^*\), hence polyhedral.

§7. SYSTEMS OF LINEAR HOMOGENEOUS INEQUALITIES.

Various theorems on the solvability of systems of linear homogeneous inequalities are obtained by specializing some of the preceding results to polyhedral cones.

In this section the inequalities \(x \geq 0\) or \(x > 0\) for a vector \(x\) mean that the corresponding inequalities hold for each component. \(x \geq 0\) means \(x \geq 0\) but \(x \neq 0\).

Let \(A\) be an \(m\) by \(n\) matrix. Denote by \(\xi\) and \(x\) vectors in \(l^m\) and \(l^n\) respectively (both considered as column matrices). Let \(A\) be fixed, \(\xi\) and \(x\) variable. Then the following statements are valid:

I. One and only one of the two systems

\[
Ax > 0
\]

and

\[
A^T \xi = 0, \xi \geq 0
\]

of linear inequalities has a solution.

II. One and only one of the two systems

\[
Ax \geq 0
\]

and

\[
A^T \xi = 0, \xi > 0
\]
\[ A'\xi = 0, \xi > 0 \]

has a solution.

These statements may be interpreted geometrically either in \( L^m \) or \( L^n \). In each of these cases there are two mutually polar interpretations depending on whether \( \xi \) and \( x \) represent vectors or hyperplanes. The two most convenient interpretations are described in the following.

First interpretation:
Consider \( x \) as a normal vector of a hyperplane and the rows of \( A \) as vectors in \( L^n \). The existence of a solution of \( Ax > 0 \) means that the cone \( M \) consisting of the rays determined by the row vectors of \( A \) has a supporting hyperplane whose intersection with \( M \) is the origin only. This is the case if and only if the lineality of \( |M| \) is 0. On the other hand, this is equivalent with the non-existence of a non-trivial linear relation with non-negative coefficients between the rows of \( A \), that is \( A'\xi = 0 \) and \( \xi > 0 \) imply \( \xi = 0 \) (Theorem 9). This yields 1.

Let \( d = d(M) \) be the linear dimension of \( M \). Then \( d \) is just the rank of \( A \). Suppose \( Ax > 0 \) has no solution, that is \( l = l(|M|) > 0 \). From Theorem 9 it then follows that there are \( l + 1 \) or less among the rows of \( A \) which are linearly dependent with positive coefficients. This together with \( 1 \) implies that the system \( Ax > 0 \) of \( m \) inequalities has a subsystem consisting of at most \( l + 1 \) inequalities which has no solution. Now \( l \leq d \); hence: \( Ax > 0 \) has a solution if and only if every subsystem consisting of \( d + 1 \) of the inequalities has a solution.

Consider now the system \( Ax \geq 0 \). The existence of a solution means that \( M \) has a supporting hyperplane which does not contain the whole of \( M \). This is the case if and only if
\{M\} is not a subspace (Theorem 12). Now \{M\} is a subspace if and only if there is a linear relation with positive coefficients between all the rows of A (Theorem 8). This yields II.

From Theorem 8 and its corollary it follows further that if \{M\} is a subspace there are 2d or less rays in M such that their convex hull is the same subspace; hence: Ax ≥ 0 has a solution if and only if every subsystem with rank d consisting of 2d inequalities has a solution.

Second interpretation:

Denote the closed positive orthant of \(\mathbb{L}^m\), that is the set of all \(\xi \geq 0\), by D. Consider \(\xi\) and the columns of A as vectors in \(\mathbb{L}^m\) and let S be the subspace spanned by the column vectors of A. The orthogonal complement \(S^*\) of S consists of the solutions \(\xi\) of \(A^\top \xi = 0\). The statements I and II then follow by substituting \(C = S^*\) and \(C = S\) in the following theorem:

A closed convex cone \(C\) contains no point of D except the origin if and only if its polar cone \(C^*\) contains an interior point of D.

This is the case \(k = m\) of

**THEOREM 17.** Let \(C\) be a closed convex cone, D the closed positive orthant, and \(E_k, 0 \leq k \leq m\), the subspace of all vectors whose first \(k\) components vanish. Then \(C \cap D \subseteq E_k\) if and only if, for every \(\varepsilon > 0\), the polar cone \(C^*\) contains a vector whose \(k\) first components are greater than a fixed positive constant \(J\) and whose \(m - k\) last components are greater than \(-\varepsilon\).
If \( C \) is polyhedral the condition may be simplified to: \( C^* \cap D \) contains a vector whose \( k \) first components are positive.

To prove the sufficiency consider an arbitrary vector 
\( \xi \in C \cap D \). The polar Cone \( C^* \) is contained in the half-space 
\( \xi' \eta \leq 0 \), \( \eta \) variable. For an \( \eta \in C^* \) such that 
\( \eta_1 > \gamma \), 
\( \ldots \), 
\( \eta_k > \gamma \), 
\( \eta_{k+1} > -\varepsilon \), 
\( \ldots \), 
\( \eta_m > -\varepsilon \) it follows that 
\[
(\xi_1 + \ldots + \xi_k) \gamma - (\xi_{k+1} + \ldots + \xi_m) \varepsilon \leq 0.
\]

Since \( \xi \geq 0 \), this can be valid for all \( \varepsilon > 0 \) only if \( \xi_1 = \ldots = \xi_k = 0 \); that is, if \( \xi \in E_k \).

The necessity may be seen in the following way. From 
\( C \cap D \subseteq E_k \) it follows that \( (C \cap D)^* \supseteq E_k^* \). Obviously, \( E_k^* \) contains the vector \( \xi = (1, \ldots, 1, 0, \ldots, 0) \). Since \( (C \cap D)^* = \)
\[
C^* + D^*
\]
(Corollary to Theorem 4) there are vectors \( \eta_i \in C^* \), 
\( \zeta_i \in D^* \), \( i = 1, 2, \ldots \), such that \( \eta_i + \zeta_i \rightarrow \xi \). Now 
\( \zeta_i < 0 \), since \( \zeta_i \in D^* \). Hence, given \( 0 < \varepsilon < 1/2 \), it 
follows that \( \eta_i > \xi - \varepsilon \) for sufficiently large \( i \). This 
is the statement of the theorem with \( \gamma = 1/2 \). If \( C \) is 
polyhedral, \( C^* + D^* \) is closed (Theorem 10). Hence there are 
vectors \( \eta \in C^* \) and \( \zeta \in D^* \) such that \( \eta + \zeta = \xi \), and 
the vector \( \eta = \xi - \zeta \geq \xi \) satisfies the requirement for 
every \( \varepsilon > 0 \).

Consider again an \( m \) by \( n \) matrix \( A \). Let \( m = k + 1 \) 
with fixed non-negative integers \( k \) and \( l \). Write 
\[
A = \begin{pmatrix} B & \Gamma \\ \eta & \zeta \end{pmatrix}, \quad \xi = \begin{pmatrix} \eta \\ \zeta \end{pmatrix}
\]
where the matrices \( B, \Gamma, \eta, \zeta \) are \( k \) by \( n \), \( 1 \) by \( n \), \( k \) 
by \( 1 \), and \( 1 \) by \( 1 \) respectively. Then the following state-
ments hold:

III. One and only one of the two 
systems

\[
Bx > 0, \quad \Gamma x \geq 0
\]

26
and
\[ B'\eta + \Gamma''\zeta = 0, \quad \eta \geq 0, \quad \zeta \geq 0 \]
has a solution.

IV. One and only one of the two systems
\[ Bx \geq 0, \quad \Gamma x \geq 0 \]
and
\[ B'\eta + \Gamma''\zeta = 0, \quad \eta > 0, \quad \zeta \geq 0 \]
has a solution.

V. One and only one of the two systems
\[ Bx > 0, \quad \Gamma x \geq 0, \quad x \geq 0 \]
and
\[ B'\eta + \Gamma''\zeta \leq 0, \quad \eta \geq 0, \quad \zeta \geq 0 \]
has a solution.

VI. One and only one of the two systems
\[ Bx \geq 0, \quad \Gamma x \geq 0, \quad x \geq 0 \]
and
\[ B'\eta + \Gamma''\zeta \leq 0, \quad \eta > 0, \quad \zeta \geq 0 \]
has a solution.

To prove these statements apply Theorem 17 to the following polyhedral cones C: the subspace of all vectors
\[ (\zeta) \]
satisfying \[ B'\eta + \Gamma''\zeta = 0 \] (III), the subspace of all
vectors \( \begin{pmatrix} Bx \\ \Gamma x \end{pmatrix} \) (x unrestricted) (IV), the cone of all vectors

\( \begin{pmatrix} \eta \\ \Gamma x \end{pmatrix} \) satisfying \( B' \eta + \Gamma'' \xi = 0 \) (V), and the cone of all vectors

\( \begin{pmatrix} Bx \\ \Gamma x \end{pmatrix} \), \( x \geq 0 \) (VI).

Theorems on systems of infinitely many inequalities may also be obtained. Let \( a^\alpha \) denote a vector in \( \mathbb{L}^n \) depending on the index \( \alpha \) which may run through any set. Let \( M \) be the cone consisting of all rays \( (a^\alpha) \). (For instance, \( \alpha \) may be a real variable. Then the point \( a^\alpha \) might describe a curve in \( \mathbb{L}^n \) for which \( M \) would be the cone projecting this curve from the origin.) As an example take the following generalization of statement I which is derived in the same way as I using the first interpretation above:

The system of inequalities \( x'a^\alpha > 0 \) has no solution if and only if there are finitely many among the vectors \( a^\alpha \) which are linearly dependent with positive coefficients.

Let \( b \) be a vector with the property that \( x'b \leq 0 \) for every \( x \) which satisfies all the inequalities \( x'a^\alpha \leq 0 \).

Geometrically this means that \( b \) is contained in all supports of \( M \), hence \( b \in \text{int} M \). If in particular \( |M| = \text{int} M \) which is the case if \( \alpha \) runs through a finite set (Theorem 10) or if \( \int_{|M|} \) has linearity 0 (Theorem 11), then \( b \) is in \( |M| \) and, hence, \( b \) is a positive linear combination of at most \( n \) of the vectors \( a^\alpha \) (Theorem 7). In the general case \( b \) is a limit of such linear combinations (generalization of a theorem of Farkas).
Chapter II

CONVEX SETS

§1. LINEAR COMBINATIONS OF POINT SETS

The cones of Chapter I were always considered to be in an n-dimension Euclidean vector space \( L^N \). In a vector space the origin or zero vector is necessarily distinguished and its coordinate representation is invariant under a change of the coordinate basis of the space.

Convex sets, however, are more naturally thought of in an n-dimensional affine space \( A^N \). If a particular coordinate system has been chosen a point is described by the n-tuple \( x = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \) of its coordinates. Denote the point with coordinates \( x \) by \( \hat{x} \). If \( t \) is a fixed n-tuple and \( T \) is a non-singular \( n \times n \) matrix, \( x \rightarrow \bar{x} = T(x - t) \)
is a transformation of the representation of \( A^N \) in terms of the coordinates \( x_1 \) into a representation in terms of coordinates \( \bar{x}_1 \). For \( A^N \) all allowable coordinate transformations are of this type.

In terms of particular coordinates the expression \( x = \sum_{j=1}^{p} \lambda_j x^j \) (\( \lambda_j \) real) represents a point \( \hat{x} \) which is a "linear
combination" of the points \( \hat{x} \). If \( \lambda_p \geq 0 \) (\( p = 1, \ldots, r \)), \( \hat{x} \) is called a non-negative linear combination of the \( x^p \). If \( \lambda_p > 0 \) (\( p = 1, \ldots, r \)), \( \hat{x} \) is a positive linear combination. These definitions are not independent of the choice of coordinates, for if \( \hat{x} = T(x-t) \)

\[
\sum_{p=1}^{r} \lambda_p \hat{x}^p = \sum_{p=1}^{r} \lambda_p T(x^p-t) = T(\sum_{p=1}^{r} \lambda_p x^p) - \sum_{p=1}^{r} \lambda_p Tt
\]

\[
= T(\sum_{p=1}^{r} \lambda_p x^p) - (1 - \sum_{p=1}^{r} \lambda_p)Tt
\]

\[
= \sum_{p=1}^{r} \lambda_p x^p + (1 - \sum_{p=1}^{r} \lambda_p)Tt.
\]

This shows that if the coordinates \( \hat{x} \) instead of \( x \) are used the linear combination of \( x^1, \ldots, x^r \) with coefficients \( \lambda_1, \ldots, \lambda_r \) may be a point which is different from \( \hat{x} \). It should be noted that this difference depends on \( \sum_{p=1}^{r} \lambda_p \) and \( t \) but not on the points \( x^p \). In the particular case that \( t = 0 \), that is the change of coordinates does not shift the origin, \( \sum_{p=1}^{r} \lambda_p \hat{x}^p = \sum_{p=1}^{r} \lambda_p x^p \). This is also the case whenever \( \sum_{p=1}^{r} \lambda_p = 1 \). These linear combinations with \( \sum_{p=1}^{r} \lambda_p = 1 \), for which the resulting point is independent of the choice of coordinates, are particularly important as the following example shows.

A line through the points with coordinates \( x^0 \) and \( x^1 \) is just the set of all points represented by
\[ x = \lambda_0 x^0 + \lambda_1 x^1 = (1-\theta)x^0 + \theta x^1 \quad (\lambda_0 + \lambda_1 = 1, \theta = \lambda_1). \]

Those points on this line with \(0 \leq \theta \leq 1\) form the segment between the points \(x^0\) and \(x^1\).

The points \(\hat{x}^0, \ldots, \hat{x}^p\) are defined to be linearly dependent if

\[ \mu_0 x^0 + \ldots + \mu_p x^p = 0 \]

for some real numbers \(\mu_\pi\) with

\[ \mu_0 + \ldots + \mu_p = 0 \quad \text{and} \quad \mu_0^2 + \ldots + \mu_p^2 > 0. \]

If \(\mu_0\) is one of the non-zero \(\mu_\pi\),

\[ x^0 = \lambda_1 x^1 + \ldots + \lambda_p x^p \quad \text{where} \quad \lambda_\pi = \frac{-\mu_\pi}{\mu_0} \quad \text{and} \quad \sum_{\pi=1}^{P} \lambda_\pi = 1. \]

Therefore the point \(\hat{x}^0\) is expressed as a linear combination of the other points in a fashion which is independent of the choice of coordinates.

Equivalently the points \(\hat{x}^0, \ldots, \hat{x}^p\) are linearly dependent if and only if

\[
\text{rank} \begin{pmatrix}
1 & \ldots & 1 \\
\vdots & & \vdots \\
1 & \ldots & 1 \\
x_0 & \ldots & x_p \\
x_1 & \ldots & x_1 \\
\vdots & & \vdots \\
x_n & \ldots & x_n
\end{pmatrix} \leq p.
\]
That two points are linearly dependent means they are the same point. Three points are linearly dependent precisely when they are collinear. Similarly four points are coplanar if and only if they are linearly dependent.

A p-flat is defined to be all points with coordinates
\[ x = \lambda_0 x^0 + \ldots + \lambda_p x^p \]
where \( \lambda_0 + \ldots + \lambda_p = 1 \) and \( x^0, \ldots, x^p \) are linearly independent points. Note that a p-flat is a p-dimensional affine space. Similarly a p-simplex is the set of points with coordinates
\[ x = \lambda_0 x^0 + \ldots + \lambda_p x^p \]
where \( \lambda_0 + \ldots + \lambda_p = 1, \lambda_q > 0 (q = 0, \ldots, p) \), and \( x^0, \ldots, x^p \) are linearly independent.

Although all the proofs that follow are affine proofs, it is desirable for conceptual clarification occasionally to introduce a projective interpretation. Identify the point \( \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \) of \( \mathbb{A}^n \) with the point \( \begin{bmatrix} \lambda x_1 \\ \vdots \\ \lambda x_n \end{bmatrix} \) of the projective space \( \mathbb{P}^n \).

With this identification \( \mathbb{A}^n \) may be thought of as the "finite" portion of \( \mathbb{P}^n \). (The "hyperplane at infinity" consists of the projective points with first coordinate 0.) It is now seen that the points \( x^0, \ldots, x^p \) of \( \mathbb{A}^n \) are linearly dependent if and only if the projective points with coordinates \( \begin{bmatrix} 1 \\ x_1 \\ \vdots \\ x_n \end{bmatrix}, \ldots, \begin{bmatrix} 1 \\ x^p_1 \\ \vdots \\ x^p_n \end{bmatrix} \) are linearly dependent that is
\[
\text{rank } \begin{pmatrix}
1 & \ldots & \ldots & 1 \\
\vdots & \ldots & \ldots & \vdots \\
1 & \ldots & \ldots & 1 \\
\end{pmatrix} \leq p.
\]
If $M$ and $N$ are sets of points in $A^n$, $M+N$ is defined to be the set of all points $\hat{x} + \hat{y}$ for $\hat{x}$ in $M$ and $\hat{y}$ in $N$. Since $\hat{x} + \hat{y}$ may be different from $\hat{x} + \hat{y}$, $M+N$ must be expected to vary with the choice of coordinates. However $\overline{\hat{x} + \hat{y}}$ always differs from $\overline{\hat{x} + \hat{y}}$ by $(1 - (1+1)T)t$. Therefore $M+N$ is determined up to a translation.

The set of points with coordinates $\lambda \hat{x}$ where $\hat{x}$ is some point in $M$ is denoted by $\lambda M$.

Relative to a fixed coordinate system the following rules of calculation are valid:

1) $(M+N) + \varnothing = M + (N; \varnothing)$
2) $M+N = N+M$
3) $\lambda (\mu M) = (\lambda \mu) M$
4) $\lambda (M+N) = \lambda M + \lambda N$
5) $(\lambda + \mu) M \subseteq \lambda M + \mu M$.

It is not true in general that $(\lambda + \mu) M = \lambda M + \mu M$, for if $\mu = -\lambda \neq 0$, $(\lambda + \mu) M$ consists of only the origin while $\lambda M + \mu M$ contains more points if $M$ has at least two points. It is true, however, that $(\lambda + \mu) M = \lambda M + \mu M$ if $M$ is a flat and $\lambda + \mu \neq 0$ or if $\lambda \geq 0$, $\mu \geq 0$, and $M$ is a convex (see below) set.

The previous calculation with linear combinations of points shows that a sum $\sum_{f=1}^{n} \lambda_f M_f$ is independent of the choice of coordinates if $\sum_{f=1}^{n} \lambda_f = 1$, otherwise it is determined up to a translation.

The distinction between the points of $A^n$ and their coordinate $n$-tuples is not important for the properties which follow. Therefore the point $\hat{x}$ will be identified with its coordinate $n$-tuple $x$ from now on.
§2. CONVEX SETS AND THE CONVEX HULL OF A SET

A set $M$ is called convex if $M$ contains every segment joining a pair of points from $M$. Expressed in terms of coordinates this means that $(1-\theta)x + \theta y$ $(0 \leq \theta \leq 1)$ represents a point in $M$ whenever $x$ and $y$ are in $M$.

An example of a convex set is the "ellipsoid" of all points $x$ such that $Q(x,x) \leq 1$, where $Q(x,x) = \sum_{i,j=1}^{n} a_{ij} x_i x_j$

is a positive semidefinite quadratic form.

With the notation $Q(x,y) = \sum_{i,j=1}^{n} a_{ij} x_i y_j$,

$$Q(\lambda x + \mu y, \lambda x + \mu y) =$$

$$\lambda^2 Q(x,x) + 2 \lambda \mu Q(x,y) + \mu^2 Q(y,y) \geq 0$$

for all real $\lambda$, $\mu$. For $\lambda = -\mu = 1$ this yields

$$2Q(x,y) \leq Q(x,x) + Q(y,y).$$

Use of this in (1) when $\lambda = 1 - \theta$, $\mu = \theta$, $0 \leq \theta \leq 1$, gives

$$Q((1-\theta)x + \theta y, (1-\theta)x + \theta y) \leq (1-\theta) Q(x,x) + \theta Q(y,y).$$

This shows that $Q((1-\theta)x + \theta y, (1-\theta)x + \theta y) \leq 1$ whenever $Q(x,x) \leq 1$, $Q(y,y) \leq 1$. Hence the ellipsoid is convex.

Certain properties of convex sets will now be listed.

1. If the sets $M_\alpha$ are convex, $\bigcap M_\alpha$ is also convex.

This follows immediately from the definition of convexity.
2. If the sets \( M_\varphi \) (\( \varphi = 1, \ldots, r \)) are convex, then \( \sum_{\varphi=1}^{r} \lambda_\varphi M_\varphi \) is convex.

If \( x \) and \( y \) are in \( \sum_{\varphi=1}^{r} \lambda_\varphi M_\varphi \), \( x = \sum_{\varphi=1}^{r} \lambda_\varphi x^\varphi \) and 
\[ y = \sum_{\varphi=1}^{r} \lambda_\varphi y^\varphi \]
for some \( x^\varphi \) and \( y^\varphi \) in \( M \). Now
\[ (1 - \theta)x + \theta y = \sum_{\varphi=1}^{r} \lambda_\varphi ((1 - \theta)x^\varphi + \theta y^\varphi). \]

Therefore \( \sum_{\varphi=1}^{r} \lambda_\varphi M_\varphi \) is convex if the sets \( M_\varphi \) are.

3. If \( M \) is convex and \( N^1, \ldots, N^r \) are any sets such that \( N^\varphi \subset M \), then
\[ \sum_{\varphi=1}^{r} \lambda_\varphi N^\varphi \subset M \text{ if } \sum_{\varphi=1}^{r} \lambda_\varphi = 1 \text{ and } \lambda_\varphi \geq 0 \ (\varphi = 1, \ldots, r). \]

If \( r = 2 \), \( \lambda_1 x^1 + \lambda_2 x^2 \subset M \) (\( \lambda_1, \lambda_2 \geq 0 \), \( \lambda_1 + \lambda_2 = 1 \)) for all \( x^1 \) in \( N_1 \subset M \) and \( x^2 \) in \( N_2 \subset M \) because \( M \) is convex.

Hence \( \lambda_1 N_1 + \lambda_2 N_2 \subset M \). Assume the property has been proved for \( r = s - 1 \geq 2 \). Now
\[ \lambda_1 N_1 + \lambda_2 N_2 + \ldots + \lambda_s N_s = \frac{\lambda_1 N_1 + \ldots + \lambda_{s-1} N_{s-1} (1 - \lambda_s)}{\lambda_1 + \ldots + \lambda_{s-1}} + \lambda_s N_s \]
if \( \sum_{\varphi=1}^{s} \lambda_\varphi = 1 \) and \( \lambda_s \neq 1 \). This last condition may be assumed without loss in generality. By the induction assumption
\[ \frac{\lambda_1}{\lambda_1 + \ldots + \lambda_{s-1}} N_1 + \ldots + \frac{\lambda_{s-1}}{\lambda_1 + \ldots + \lambda_{s-1}} N_{s-1} \subset M \text{ if } N_\varphi \subset M. \]
From the case of \( r = 2 \) it follows that \( \lambda_1 N_1 + \cdots + \lambda_s N_s \subset M \) if \( N_s \subset M, \sum_{\gamma=1}^{s} \lambda_{\gamma} = 1. \)

The convex hull \(|M|\) of a set \( M \) is defined to be the intersection of all convex sets containing \( M \). By Property 1, it is the smallest convex set containing \( M \).

4. If \( N_1, \ldots, N_r \) are sets such that \( N_\gamma \subset M \) (\( M \) any set), then \( \sum_{\gamma=1}^{r} \lambda_{\gamma} N_\gamma \subset |M| \) if
\[
\left\{ \begin{array}{l}
\lambda_{\gamma} \geq 0 \quad (\gamma = 1, \ldots, r) \\
\sum_{\gamma=1}^{r} \lambda_{\gamma} = 1.
\end{array} \right.
\]

This is an immediate consequence of Property 3 and the definition of \(|M|\).

A point \( x = \sum_{\gamma=1}^{r} \lambda_{\gamma} x_\gamma \) (\( \lambda_{\gamma} \geq 0, \sum_{\gamma=1}^{r} \lambda_{\gamma} = 1 \)) is called a centroid of the points \( x_\gamma \).

5. The convex hull \(|M|\) of a set \( M \) consists of all centroids of all finite sets of points from \( M \).

That all such centroids are in \(|M|\) follows from Property 4. To prove the reverse inclusion, it is sufficient to show that the set of centroids is convex. Suppose \( x = \sum_{\gamma=1}^{r} \lambda_{\gamma} x_\gamma \) and \( y = \sum_{\delta=1}^{s} \mu_{\delta} y_\delta \) for some \( x_\gamma \) and \( y_\delta \) in \( M \). Then
\[
(1-\theta)x + \theta y = (1-\theta) \sum_{\gamma=1}^{r} \lambda_{\gamma} x_\gamma + \theta \sum_{\delta=1}^{s} \mu_{\delta} y_\delta \text{ and hence } (1-\theta)x + \theta y
\]
is a centroid of \( x_1, \ldots, x_r, y_1, \ldots, y_s \).
6. If \( z \in |M| \), \( z \) is a centroid of linearly independent points of \( M \). (A set of linearly independent points in \( M \) contains at most \( n+1 \) points.)

Suppose \( z = \lambda_0 x^0 + \ldots + \lambda_r x^r \) (\( \sum_{j=1}^{r} \lambda_j = 1, \lambda_j \geq 0 \)) where \( x^0, \ldots, x^r \) are linearly dependent, that is there are real numbers \( \mu_j \) such that \( \sum_{j=0}^{r} \mu_j x^j = 0 \), \( \sum_{j=0}^{r} \mu_j^2 = 0 \) and \( \sum_{j=0}^{r} \mu_j^2 = 0 \).

Let \( \frac{\lambda_j}{\mu_j} = \min_{\mu_j > 0} \frac{\lambda_j}{\mu_j} \). Then \( z = \sum_{j=0}^{r} (\lambda_j - \frac{\lambda_j}{\mu_j \mu_j}) x^j \) and \( \lambda_j - \frac{\lambda_j}{\mu_j \mu_j} \geq 0 \). Repetition of this procedure proves Property 6 for any particular \( z \).

7. If \( M \) and \( N \) are convex sets

\[
|M \cup N| = \bigcup_{0 < \epsilon < 1} ((1-\epsilon)M + \epsilon N)
\]

This follows because every point of \( |M \cup N| \) is a centroid of a point from \( M \) and a point from \( N \).

8. If \( M_0 \) is any set and

\[
M_{i+1} = \bigcup_{0 < \epsilon < 1} ((1-\epsilon)M_i + \epsilon M_1) \quad (1 = \{ 1, 2, \ldots \}),
\]

then \( |M_0| = M_k \) where \( k \) is the smallest integer such that \( 2^k \) is greater than or equal to \( n+1 \).

This is a corollary of Property 6.

§3. METRIC AND TOPOLOGY

If a particular coordinate system has been chosen,
the definition

\[ d(x,y) = \sqrt{(x_1-y_1)^2 + \ldots + (x_n-y_n)^2} \]

gives a Euclidean metric on \( \mathbb{A}^n(x_1, \ldots, x_n) \). This metric is not an invariant of \( \mathbb{A}^n \) for \( d(x,y) \) is invariant only under orthogonal transformations of coordinates. In general

\[ d(x,y) = \sqrt{Q(x'_1, \ldots, x'_n, y'_1, \ldots, y'_n)} \]

where \( x'_1 \) and \( y'_1 \) are new coordinates and \( Q \) is a positive definite quadratic form. While this metric is not an invariant of \( \mathbb{A}^n \), the uniform topology it defines is. From here on it will be assumed that \( \mathbb{A}^n \) has this topology. It is convenient to consider \( \mathbb{A}^n \) metrized with a particular Euclidean metric. This is no actual restriction of generality, but it allows simple geometric interpretation of the theorems.

9. If \( M_1 \) is a non-empty open set of \( \mathbb{A}^n \) and \( \lambda_1 \) is a non-zero real number, \( \lambda_1 M_1 + \ldots + \lambda_r M_r \) is an open set for any sets \( M_\varrho \) (\( \varrho = 2, \ldots, r \)) and for \( \lambda_\varrho \) (\( \varrho = 2, \ldots, r \)) any real numbers.

If \( M_1 \) is open and \( \lambda_1 \neq 0 \), \( \lambda_1 M_1 \) is also open. Now \( \lambda_1 M_1 + N = \bigcup_{x \in N} (\lambda_1 M_1 + x) \). Since \( \lambda_1 M_1 + x \) is open when \( M \) is open, \( \lambda_1 M_1 + N \) is open. Let \( N = \lambda_2 M_2 + \ldots + \lambda_r M_r \).

10. If \( M_1, \ldots, M_r \) are closed sets and \( M_2, \ldots, M_r \) are bounded, \( \lambda_1 M_1 + \ldots + \lambda_r M_r \)
is closed.
Suppose \( z \) is a limit point \( \sum_{i=1}^{n} \lambda_i M_i = \ldots + \lambda_r M_r \).

Then there is a sequence \( x^v = \lambda_1 x_1^v + \ldots + \lambda_r x_r^v \) (\( x_i^v \in M_i \)) such that \( x^v \) converges to \( z \) as \( v \to \infty \). Since \( M_1, \ldots, M_r \) are closed and bounded, it may be assumed that \( x_1^{v_2} \) converges to some \( x^v \) in \( M_i \) for \( i = 2, \ldots, r \). \( x^v = (x_1^{v_2} + \ldots + x_r^{v_r}) \) must also converge, so \( \lambda_1 x_1^{v_2} \) converges to some point \( \lambda_1 x_1^1 \) of \( \lambda_1 M_1 \). Therefore \( z = \lambda_1 x_1^1 + \ldots + \lambda_r x_r^v \).

If \( M \) is any set and \( U \) is the open unit sphere with center at the origin of the coordinates, \( M + \varepsilon U \) is the \( \varepsilon \)-neighborhood of \( M \). If \( M \) is convex, this neighborhood is also convex. If \( M \) is closed and \( \overline{U} \) is the closed unit sphere \( M + \varepsilon U \) is a closed \( \varepsilon \)-neighborhood of \( M \).

11. If \( C \) is a convex set, \( \overline{C} \) is also convex.

This is true because if \( x^v \to x \) and \( y^v \to y \), the points of the line segment joining \( x \) and \( y \) are limit points of the points on the segments joining \( x^v \) to \( y^v \).

Let \( S(M) \) denote the intersection of all the flats containing \( \varepsilon \) set \( M \). This is just the flat with any maximal set of linearly independent points of \( M \) as a basis. The dimension \( d(M) \) of \( S(M) \) is called the linear dimension of \( M \).

A point is called a relative interior point of \( M \) if it is interior to \( M \) relative to the topology of \( S(M) \). (Note that if \( M \) is a point, that is \( d(M) = 0 \), this point is a relative interior point of \( M \).) A boundary point of \( M \) is called a relative boundary point if it is a boundary point relative to \( S(M) \). Since points of \( S(M) \) are exterior to \( M \) relative to \( S(M) \) if and only if they are exterior to \( M \) relative to \( \mathbb{A}^n \),
no distinction need be made between exterior points and relative exterior points.

12. If \( C \) is a convex set with \( d(C) > 0 \), then every point of \( C \) is a limit point of \( C \).

If \( d(C) > 0 \) and \( x \) is any point in \( C \), there must be some other point \( y \) in \( C \). \( x \) is a limit point of points on the segment joining \( x \) and \( y \). Since this segment must be in \( C \), \( x \) is a limit point of \( C \).

13. A convex set \( C \) has relative interior points.

Let \( d = d(C) \) and suppose \( x^0, \ldots, x^d \) are linearly independent points of \( C \) which span \( S(C) \). The \( d \)-simplex spanned by \( x^0, \ldots, x^d \) has interior points relative to \( S(C) \) and hence \( C \) does also because \( C \) contains this simplex.

14. If \( x \) is a relative interior point of a convex set \( C \) and \( z \) is in \( \overline{C} \), all points of the segment joining \( x \) to \( z \) with the possible exception of \( z \) are relative interior points of \( C \). If \( z \) is a relative boundary point of \( C \), the points on the line through \( x \) and \( z \) which are separated from \( x \) by \( z \) are exterior points of \( C \).

Suppose \( y = (1-\theta)x + \theta z \) for \( 0 \leq \theta < 1 \). Let \( U_x(\epsilon) \) be the open sphere of radius \( \epsilon \) with center \( x \). If \( x \) is relative interior to \( C \), there is some \( \epsilon > 0 \) such that \( U_x(\epsilon) \cap S(C) \subset C \).
Let $z^\varnothing$ be a sequence of points of $C$ converging to $z$. The set 
$((1-\theta)U_x(c)+\varepsilon z^\varnothing)$ is an open sphere of radius $(1-\theta)c$ and 
center $(1-\theta)x + \varepsilon z^\varnothing$. From the convexity of $C$
$((1-\theta)U_x(c)+\varepsilon z^\varnothing) \cap S(C)$ is contained in $C$. Since $z^\varnothing \rightarrow z$,
$(1-\theta)x + \varepsilon z^\varnothing \rightarrow y$. Therefore for $\varnothing$ sufficiently large $y$ is 
interior to $(1-\theta)U_x(c)+\varepsilon z^\varnothing$. Hence $y$ is relative interior
to $C$. This proves the first statement of Property 14.

Suppose $z$ is a relative boundary point of $C$ and

$y = (1-\theta)x + \varepsilon z (\varnothing > 1)$. Now $z = \frac{1}{\varnothing}y + (1 - \frac{1}{\varnothing})x$ so that, if $y$
were not an exterior point of $C$, $z$ would be in the relative
interior of $C$ by the first part of Property 14. This contra-
diction proves the second statement.

15. If $C$ is convex, the relative
interior of $C$ is convex.

This is a corollary of Property 14.

16. If $C$ is convex and everywhere
dense in $S(C)$, $C = S(C)$.

This is because a convex set $C$ with no exterior
points in $S(C)$ can have no relative boundary points and hence
is $S(C)$ itself.

§4. PROJECTING AND ASYMPOTIC CONES, s-CONVEXITY

A ray $px(x \neq p)$ consists of all points $(1-\theta)p + \varepsilon x$
for $\theta \geq 0$. The projecting cone $P_p(M)$ of a set $M$ from a point
$p$ is defined to be $\bigcup_{x \in M} px$. (If $M = p$, set $P_p(M) = p$.) Note
that $P_p(M)$ need not be closed when $M$ is closed. For example if
M is an \((n-1)\)-flat and \(p\) is a point outside \(M\), \(P_p(M)\) is an open half-space through \(p\) plus the point \(p\).

17. If \(C\) is convex, \(P_p(C)\) is convex (for any \(p\)).

This is a direct consequence of the definition of \(P_p(C)\).

**DEFINITION:** A set \(C\) is called s-convex if for every point \(p\) not in \(C\), \(s(P_p(C)) \cap C\) is empty.

18. An s-convex set \(C\) has the property that if \(x \in C\) and \(y \in \overline{C}\),

\[ p = (1-\theta)x + \theta y \text{ is in } C \text{ for } 0 < \theta < 1. \]

\(s(P_p(C))\) contains the line \(xy\) and hence \(s(P_p(C)) \cap C\) is non-empty. This shows that \(p\) is in \(C\).

Property 18 shows that a s-convex set is convex.

Clearly closed and relatively open convex sets are s-convex. On the other hand an open triangle with one point of the boundary adjoined is convex but not s-convex.

**DEFINITION:** If \(M\) is any set and \(p\) any fixed point, the set of rays \(\overrightarrow{px}\)

which are the limit of a sequence of rays \(\overrightarrow{px^*}\) where \(x^* \in M\) and \(x^* \to \infty\) is called the asymptotic cone \(A_p(M)\) of \(M\) with vertex \(p\).

19. \(A_p(M)\) is closed for any \(M\) and \(p\).
An ordinary diagonal process shows that a limit ray of \( A_p(M) \) is a limit ray of rays \( \overrightarrow{px} \), \( x \in M \), \( x \to \infty \).

20. For any set \( M \) and any points \( p \) and \( q \)

\[
A_q(M) = A_p(M) + (q-p).
\]

This follows because the convergence of \( \overrightarrow{px} \) to \( \overrightarrow{px} \) as \( x \to \infty \) implies that \( qx \) converges to \( qx = px + (q-p) \), and conversely.

21. If \( M \) is any set and \( p \) is any point

\[
A_p(M) = \bigcup_{q \in A_p(M)} A_q(M) + (p-q).
\]

By definition \( A_q(M) \subseteq F_q(M) \). Therefore by Property 20, \( A_p(M) \subseteq F_q(M) + (p-q) \) for every point \( q \). Suppose \( \overrightarrow{px} \notin A_p(M) \).

There is then a neighborhood \( N_{\epsilon}(\overrightarrow{px}) \) of rays emanating from \( p \) such that \( N_{\epsilon}(\overrightarrow{px}) \) (as a point set) has a bounded intersection with \( M \). A point \( q \) in \( N_{\epsilon}(\overrightarrow{px}) \) can therefore be selected so that \( (N_{\epsilon}(\overrightarrow{px}) + (p-q))/M \) is empty. For this \( q \), \( x \notin F_q(M) + (p-q) \).

This completes the proof of Property 21.

22. For a convex set \( C \) and any point \( p \), \( A_p(C) \) is convex.

This may be regarded as a corollary of Properties 17 and 21.

23. If \( C \) is an s-convex set and \( p \) is any point of \( C \), \( A_p(C) \) is the set of all rays contained in \( C \).
Denote by $A'_p$ the cone consisting of all rays emanating from $p$ and contained in $C$. Obviously $A'_p \subseteq A_p(C)$. Let $(\overrightarrow{px})$ be a ray of $A_p(C)$. Then there is a sequence of points $x^* \in C$ such that $x^* \rightarrow \infty$ and $(\overrightarrow{px^*}) \rightarrow (\overrightarrow{px})$. Since the segments $px^*$ are in $C$, $(\overrightarrow{px}) \subseteq \overline{C}$. From the Property 15 it follows that $(\overrightarrow{px}) \subseteq C$ if $p \in C$. Hence $A'_p = A_p(C)$.

COROLLARY: If $C$ is an arbitrary convex set and $p$ is a relative interior point of $C$, $A_p(C)$ is the set of all rays emanating from $p$, contained in $C$.

Apply 23 to the relative interior of $C$.

Consider the cone $A_p(C)$ ($C$ convex) as a cone of the linear space of the vectors with initial point $p$. $A_p(C)$ then contains a largest subspace $s(A_p(C))$ with dimension $l(A_p(C))$ (the lineality of $A_p(C)$). This subspace considered in $A^n$ is the largest flat in $A_p(C)$ containing $p$.

24. If $C$ is an $s$-convex set, $C$ is the union of 1-flats parallel to $s(A_p(C))$, that is

$$C = s(A_p(C)) + (C \cap s(A_p(C))^*).$$

By Property 23, $A_q(C)$ for any point of $C$ simply consists of all rays $\overrightarrow{qx}$ contained in $C$. Therefore $C$ contains $s(A_q(C)) = s(A_p(C)) + (q-p)$. Hence $C$ is just

$$\bigcup_{q \in C} (s(A_p(C)) + (q-p)).$$
If $C$ is a convex set in three space and $\ell(A_p(C)) = 1$, Property 24 says that $C$ is a cylinder.

§5. BARRIERS AND NORMAL CONES

Any oriented $(n-1)$ flat $F$ may be described as the set of all points $x$ such that $x'u = u_o$ where $u$ is a vector in the positive normal direction to the flat. If $\sup_{x \in M} x'u < u_o$, $F$ is called a bound of $M$ and the set $M$ is said to be bounded in the direction $u$ and to be in the "negative" half-space of $F$. If $\sup_{x \in M} x'u = u_o$, $F$ is called a supporting flat for $M$ and the negative half-space of $F$ (the points with $x'u \leq u_o$) is called a support of $M$. Note that if $u$ and $u_o$ define a supporting flat for $M$, $u$ and $u_o + \epsilon (\epsilon > 0)$ define a bound of $M$ in the direction $u$. A flat which is either a bound or a supporting flat of $M$ is called a barrier of $M$.

25. If $M$ is any set and $p$ is a fixed point, all vectors from $p$ which are positive normal vectors of barriers of $M$ through $p$ form a closed convex cone $N_p(M)$, the normal cone of $M$ at $p$. This cone is in the linear space of vectors with origin $p$. If the projecting cone $P_p(M)$ is interpreted as being in the same space $N_p(M) = P_p(M)^*$. This equation just states that all the barriers of $M$ containing $p$ are supporting hyperplanes of $P_p(M)$. 
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Property 25 is of particular interest when \(M\) is convex and \(p\) is a relative boundary point of \(M\). \(P_p(M)\) is not the whole space because the ray \(p(p-x)\) contains no points of \(M\) if \(p + x\) is in \(M\) (Property 14). This cone has a supporting hyperplane, and hence \(M\) has a supporting flat through \(p\).

26. If \(M\) is any set, the vectors from the coordinate origin which are positive normals to barriers of \(M\) form a convex cone \(B_\phi(M) \subset (A_\phi(M))^\ast\). If \(M\) is convex, \(B_\phi(M) = A_\phi(M)^\ast\).

If \(x'u \leq u_0\) and \(x'v \leq v_0\) for all \(x\) in \(M\), \(x'\lambda u + \mu v \leq \lambda u_0 + \mu v_0\) \((\lambda \geq 0, \mu \geq 0)\) for all \(x\) in \(M\). Therefore if \(u\) and \(v\) are in \(B_\phi(M)\), \(\lambda u + \mu v \geq 0, \mu \geq 0\) is also. This shows that \(B_\phi(M)\) is a convex cone. If the flat defined by \(x'u = u_0\) is a barrier for \(M\), the flat of points \(x\) such that \(x'u = \max (u_0, p'u)\) is a barrier for \(M \cup A_p(M)\). Hence the hyperplane of vectors \(y\) with \(y'u = 0\) in the linear space with origin \(p\) is a supporting hyperplane of the cone \(A_p(M)\). Therefore if \(u \in B_\phi(M); u \in (A_\phi(M))^\ast\).

Suppose now that \(M\) is convex. Let \(s = s(A_\phi(M))\) and \(1 = 1(A_\phi(M))\). To prove \(B_\phi(M) = (A_\phi(M))^\ast\), it is sufficient to show that if a ray is not in \(B_\phi(M)\), it is not a relative interior ray of \((A_\phi(M))^\ast\). By Property 24, the relative interior of \(M\) is the union of all flats parallel to \(s\). If the \(n-1\)-flat defined by \(x'u = u_0\) is not a barrier for \(M\), the structure of \(M\) shows that there is a point \(y\) in \(M \cap s^\ast\) \((s^\ast\) is the orthogonal complement of \(s\) such that \(y'u > u_0\). For a \(u\) not in \(B_\phi(M)\), such a \(y\) may be selected for each \(u_0\). From

\[\{ (A_\phi(M))^\ast \]
these y's a sequence which tends to infinity may be chosen so that the rays \( \vec{y} \) (or \( \vec{z} \)) converge to a ray \( \vec{z} \) (or \( \vec{z} \)) in \( A_\phi(M) \). Since \( (y) \) is in \( S^* \) for each \( y \), \( (z) \) is also in \( S^* \). In Chapter I it was shown that the supporting hyperplane to a convex cone \( C \) corresponding to a relative interior ray of the polar cone \( C^* \) intersects \( C \) only in \( S(C) \). Therefore \( (u) \) is not a relative interior ray of \( A_\phi(M) \) and \( \overline{B_\phi(M)} = (A_\phi(M))^* \).

That this equation cannot be strengthened to \( B_\phi(C) = A_\phi(C)^* \) for \( C \) convex is shown by the following example. In the \( x_1, x_2 \) plane let \( C \) consist of all points such that \( x_2 \geq e^{-x_1} \). Then \( B_\phi(C) \) is the half-open quadrant defined by \( x_1 \geq 0, x_2 < 0 \). \( A_\phi(C) \) is the closed quadrant given by \( x_1 \leq 0, x_2 \geq 0 \). Therefore \( (A_\phi(M))^* \) is not \( B_\phi(M) \) but its closure.

Note that if coordinates with a different origin \( \phi \) had been used for \( A_\phi \), the set \( B_{\phi'}(M) \) would be a translate of \( B_\phi(M) \). More precisely

\[
B_{\phi'}(M) = B_\phi(M) + (\phi' - \phi).
\]

Property 26 shows that \( B_\phi(M) \) determines \( A_\phi(M) \), but the example above demonstrates that \( A_\phi(M) \) does not determine \( B_\phi(M) \) uniquely.

§6. SEPARATION THEOREMS

27. If \( C \) and \( D \) are closed convex sets with an empty intersection and \( C \) is bounded, there is a support \( H \) of \( C \) such that \( D \cap H \) is empty. There is also a support \( H' \) of \( D \) such that \( C \cap H' \) is empty.
Since \( D \) is closed there is a point \( p(x) \) in \( D \) such that the minimum of the distance from points of \( D \) to a fixed point \( x \) is attained at \( p(x) \). Because \( C \) is compact, there is a point \( q \) of \( C \) such that the distance from \( q \) to \( p(q) = p \) is less than or equal to the distance from any point \( x \) of \( C \) to any point \( y \) of \( D \). Let \( H \) be the half-space of points with

\[ x'(p-q) \leq q'(p-q). \]

The oriented flat which bounds this halfspace passes through \( q \) and has \( p-q \) as normal vector. If \( x \) is some point in \( C \) different from \( q \) the segment from \( x \) to \( q \) is in \( C \). The shortest distance from this segment to \( p \) is either \( ||x - p|| \), the length of the altitude from \( p \) of the triangle \((p,q,x)\), or \( ||q - p|| \). By assumption the last of these three possibilities must be the case. For this to happen, however, the vector \( x - q \) must make an obtuse or right angle with \( p - q \). Therefore \( C \) is in \( H \). If \( H' \) is the halfspace defined by

\[ x'(q-p) \leq p'(q-p) \text{ or } x'(p-q) \geq p'(p-q) \]

an analogous argument shows that \( D \) is in \( H' \). Since \( H \cap H' = \emptyset \), \( H \cap D = H' \cap C = \emptyset \) and \( H \) and \( H' \) are the desired supports.

28. If \( C \) and \( D \) are convex sets such that no common point is relative interior to both \( C \) and \( D \), there is in \( S(C \cup D) \) a \((d(C \cup D)-1)\)-dimensional hyperplane separating \( C \) and \( D \). (i.e. there is a vector \( u \) and a number \( u_0 \) such that \( x'u \leq u_0 \) for all \( x \) in \( C \) and \( x'u \geq u_0 \) for all \( x \) in \( D \).)
The theorem for the closures of $C$ and $D$ implies the theorem for $C$ and $D$. Therefore assume $C$ and $D$ are closed. Suppose $x$ is a point in $C \cap D$ relative interior to $C$ and $y$ is a point in $C \cap D$ relative interior to $D$. By Property 14, $(1-\delta)x + \delta y$ ($0<\delta<1$) is a point which is relative interior to both $C$ and $D$. By the hypothesis of the theorem this is impossible. Hence it can be assumed that $C \cap D$ contains no relative interior points of one of the sets (say $C$). If in particular $C$ consists of a single point $p$, $C \cap D$ is empty since $p$ is relative interior to $C$. This case when $C$ is a point disjoint from $D$ is covered by the last theorem. Assume therefore that $d(C) > 0$. Define

$$C_p = \left( (1 - \frac{1}{p})C + \frac{1}{p}p \right) \cap \overline{U_p(v)} \quad (v=1,2, \ldots)$$

where $p$ is a fixed point and $\overline{U_p(v)}$ is the closed sphere of radius $v$ and center $p$. $C_p$ is just a linear contraction with center $p$ of the part of $C$ near $p$. Choose $p$ as a relative interior point of $C$. Then $C_p$ is in the relative interior of $C$ by Property 14. Therefore $C_p \cap D$ is empty. Theorem 27 asserts that there is a hyperplane defined by $x'u^v = u_0^v$ such that $x'u^v \leq u_0^v$ for $x \in C_p$ and $x'u^v \geq u_0^v$ for $x \in D$.

In particular $p'u^v \leq u_0^v \leq q'u^v$ ($q$ any point of $D$).

Suppose the vectors $u^v$ had all been normalized to length one. Then a subsequence of the $v$ could be selected so that the corresponding $u^v$ converge to a vector $u$ and the corresponding $u_0^v$ converge to a number $u_0$. For $u$ and $u_0$, $x'u \geq u_0$ for all $x$ in $D$ and $x'u \leq u_0$ for all $x$ in the relative interior of $C$.

It immediately follows that $x'u \leq u_0$ for every $x$ in $C$.

If $D$ is just a single relative boundary point of $C$, Theorem 28 states that there is a supporting hyperplane of $C$. 
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through this point.

29. For any set $M$, $\overline{|M|} = I_s = I_{bd} = I_{br}$
where $I_s$ is the intersection of all the supports of $M$, $I_{bd}$ is the intersection of
the half-spaces on the same side of a bound as $M$, and $I_{br}$ is the intersection of all
half-spaces on the same side of a barrier as $M$.

Clearly $\overline{|M|} \subset I_{br} \subset I_s \subset I_{bd}$. If $p$ is not in $\overline{|M|}$, by
Theorem 27 there is a support of $M$ (defined by $x'u \leq u_0$) which
does not contain $p$. For $\varepsilon$ sufficiently small, the hyperplane
defined by $x'u = u_0 + \varepsilon$ is a bound of $M$ which separates $M$ from $p$. Therefore $p \notin I_{bd}$ and $\overline{|M|} = I_{br} = I_s = I_{bd}$.

30. $\overline{|M|} \supset |\overline{M}|$ for any set $M$ and
$|\overline{M}| = |M|$ if $M$ is bounded.

That $\overline{|M|} \supset |\overline{M}|$ is obvious. If $x$ is in $\overline{|M|}$,

$$x = \lim_{\varepsilon \to 0} \sum_{I = 0}^{P} \lambda_{\rho I} x^\rho \quad (\lambda_{\rho I} \geq 0, \sum_{I = 1}^{P} \lambda_{\rho I} = 1, x^\rho \in M)$$

for a fixed $r \leq d(M)$ because of Property 6. Since $M$ is bounded a sub-
sequence may be selected so that $x^\rho \to x', \lambda_{\rho I} \to \lambda_I$. Therefore

$$x = \sum_{I = 0}^{P} \lambda_I x^I.$$

Since $x^I \in M, x \in |\overline{M}|$ and $|\overline{M}| = |M|$.  
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§7. CONVEX HULL AND EXTREME POINTS

31. If \( M \) is any set and \( H \) is any supporting hyperplane \( |M \cap H| = |M| \cap H \).

Clearly \( |M \cap H| \subseteq |M| \cap H \). If \( I \) is the interior of the support of \( M \) bounded by \( H \), the convex set \( I \cup |M \cap H| \supseteq M \).

Therefore \( I \cup |M \cap H| \supseteq |M| \) and

\[
|M \cap H| = |(I \cup |M \cap H|) \cap H| = (I \cup |M \cap H|) \cap H \supseteq |M| \cap H.
\]

32. If \( C \) is a closed convex set which is neither a flat nor a half-flat, then \( C \) is the convex hull of its relative boundary points.

Let \( p \) be any relative interior point of \( C \). It is sufficient to show that there is in \( S(C) \) a line \( L \) through \( p \) which has no other point in common with \( A_p(C) \). For, then \( C \cap L \) is bounded and \( L \) contains two relative boundary points such that \( p \) is on the segment determined by these points. If \( d(A_p(C)) < d(C) \), there is clearly a line through \( p \) which has no other point in common with \( A_p(C) \). If \( d(A_p(C)) = d(C) \), \( A_p(C) \) is neither a flat (because \( C \) would equal \( A_p(C) \) and be a flat) nor a half-flat (because \( C \) would be a half-flat).

This means \( l(A_p(C)) \leq d(A_p(C)) - 2 \). Since in \( S(A_p(C)) = S(C) \) there is a support to \( A_p(C) \) which has only \( s(A_p(C)) \) in common with \( A_p(C) \), there is a line \( L \) in \( S(C) \) with the required property.

A point of a convex set is called an extreme point if it is not interior to any segment in the convex set, that
is, it is not the centroid of other points of the convex set.

33. A closed bounded convex set
is the convex hull of its extreme points.

This is obvious in one dimension. If C is n dimensional and p is a boundary point of C, there is a supporting hyperplane H of C passing through p. Now the extreme points of the n-1 dimensional closed bounded convex set \( C \cap H \) are extreme points of C. This is because any segment not in H containing a point of H as an interior point would have to pierce H, i.e. have points on both sides of H. From the theorem in n-1 dimensions, it follows that p is a centroid of extreme points in \( C \cap H \). Therefore the relative boundary of C is in the convex hull of the extreme points of C. By Theorem 31, C itself must be in the convex hull of its extreme points. This completes the inductive proof of Theorem 33.

§8. POLARITY IN THE PROJECTIVE SPACE

DEFINITION: A point set C in the projective space is called p-convex if it has the following properties:

1) C is not the entire projective space but not empty.
2) C is connected.
3) Through every point not in C there is a hyperplane which has no points in common with C.

A hyperplane set \( \Gamma \) in the projective space is called p-convex if it has the following properties.
1) $\Gamma$ does not contain all hyperplanes of the projective space but is not empty.
2) $\Gamma$ is connected.
3) In every hyperplane not in $\Gamma$ there is a point which is in no hyperplane of $\Gamma$.

Let $C$ be $p$-convex and choose any hyperplane outside $C$ as the plane at infinity. Then $C$ is an $s$-convex point set in the affine space. For let $x$ and $y$ be any two points in $C$, and suppose there were a point $z$ on the finite segment $xy$ which is not in $C$. Then there would be a hyperplane through $z$ which does not meet $C$. This hyperplane (together with the plane at infinity) would separate $x$ and $y$ in contradiction to the assumption that $C$ is connected. Hence, $C$ is convex.

Let $p$ be any point not in $C$. There is a hyperplane through $p$ not intersecting $C$. Now this hyperplane bounds a support to $\overline{P_p(C)}$, hence it contains $s(\overline{P_p(C)})$. This proves the $s$-convexity of $C$.

Conversely, every $s$-convex point set in the affine space is $p$-convex in the projective space obtained by adjoining the plane at infinity. For, the points at infinity do not belong to $C$ and they are in a hyperplane which does not intersect $C$. $C$ is obviously connected. Through every exterior point of $C$ there is a bound to $C$. Through every point $y \in C$ but not in $C$ there is a supporting hyperplane which has no points in common with $C$. This is true because $\overline{P_y(C)}$ has a supporting hyperplane which intersects $\overline{P_y(C)}$ only in $s(\overline{P_y(C)})$, and $\overline{s(P_y(C))} \cap C$ is empty.

34. If $C$ is a $p$-convex set, the set $\Gamma$ of all hyperplanes which have no point in common with $C$ is $p$-convex.
35. If $\Gamma$ is a p-convex hyperplane set, the set $C$ of all points which are in no hyperplane of $\Gamma$ is p-convex.

PROOF: The two statements are duals of each other; hence it is sufficient to prove one. Let $C$ be given and denote by $\overline{\Gamma}$ the set of all hyperplanes not intersecting $C$. Since $C$ is not empty $\Gamma$ does not contain all hyperplanes. Choose one of the hyperplanes of $\Gamma$, as the plane at infinity. Every other hyperplane of $\Gamma$ then is a barrier to $C$. Since the barriers form a convex set and since there are barriers which are arbitrarily far away, $\Gamma$ is connected. Every hyperplane which is not in $\overline{\Gamma}$ contains a point of $C$ and no hyperplane through this point is in $\overline{\Gamma}$.

Obviously the set of all those points which are in no hyperplane of $\overline{\Gamma}$ is exactly the original point set $C$. Hence the sets $C$ and $\overline{\Gamma}$ determine each other in this simple way.

Consider any such pair of sets $C$, $\overline{\Gamma}$ and apply any correlation $\xi = Ax$. Then $\overline{\Gamma}^* = AC$ and $C^* = A^{-1} \overline{\Gamma}$ form another pair of the same kind. If the correlation is involutory, that is if $A = \pm A'$, we have

$$C^{**} = C.$$ 

In the case $A = A'$, $C^*$ is called the polar body of $C$ with respect to the quadric $x'Ax = 0$. By means of the bilinear equation $x'Ax^* = 0$ the polar body $C^*$ of $C$ is determined as follows: For each fixed point $x \in C$ this is the equation of a hyperplane in $\overline{\Gamma}^*$, and $C^*$ consists of all points $x^*$ which are on no such hyperplane.

Let

$$A = \begin{pmatrix}
-1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix}$$
and choose $x_o = 0$ as the plane at infinity. Then the bilinear equation is

$$x_1x_1^* + \cdots + x_nx_n^* - x_0x_0^* = 0.$$ 

The origin corresponds to the plane at infinity. In the euclidean space, putting $x_o = x_o^* = 1$, we have the polarity with respect to the unit sphere. To a bounded convex set $C$ with the origin as an interior point corresponds a $C^*$ with the same properties. If $C$ is open $C^*$ is closed and conversely. The closures of $C$ and $C^*$ obviously determine each other, and this gives Minkowski's polarity for convex bodies.

Let $C$ be a closed convex cone whose vertex is the origin. Then $C^*$ is the polar cone of $C$ in the former sense, if it is defined by means of $\Gamma^* = AC$. Otherwise the origin has to be added.

Replace now $n$ by $n+1$, denote the homogeneous coordinates by $x_o$, ..., $x_n$, $z$, and consider

$$A = \begin{pmatrix} 0 & 0 & \ldots & 0 & -1 \\ 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \\ -1 & 0 & \ldots & 0 & 0 \end{pmatrix}.$$ 

The corresponding bilinear equation is

$$-x_0^2 - x_0z + x_1x_1^* + \cdots + x_nx_n^* = 0.$$ 

This is the polarity with respect to the paraboloid of revolution $2z = x_1^2 + \cdots + x_n^2$ if the inhomogeneous coordinates are interpreted as rectangular coordinates. The infinite point of the $z$-axis, that is, the point with all
$x^* = 0$ and $z = 1$, corresponds to the plane at infinity, $x_0 = 0$. To all other points at infinity correspond hyperplanes parallel to the $z$ axis. The origin corresponds to the hyperplane $z^* = 0$. If a convex set $C$ has an asymptotic cone which contains the positive $z$-axis, the polar set $C^*$ has the same property. For a closed convex cone $C$ whose vertex is the origin and which contains the positive $z$-axis the polar set $C^*$ is a half-cylinder generated by open half-lines whose end points make up a closed convex set in $z = 0$. This polarity is especially useful in treating convex functions.
CHAPTER III

CONVEX FUNCTIONS

1. DEFINITIONS AND ELEMENTARY PROPERTIES

DEFINITION: Let $D$ be a convex set of $\mathbb{R}^n(x_1, \ldots, x_n)$. A real-valued function $f(x)$ defined for $x$ in $D$ is said to be convex in $D$ if

$$f((1-\theta)x + \theta y) \leq (1-\theta)f(x) + \theta f(y)$$

for $0 \leq \theta \leq 1$ and $x$ and $y$ in $D$. If $<$ is always valid for $0 < \theta < 1$ and $x$ and $y$ distinct points in $D$, $f(x)$ is said to be strictly convex in $D$. A function $f(x)$ is called concave (strictly concave) if $-f(x)$ is convex (strictly convex).

If $f(x)$ is a function defined in the set $D$ of $\mathbb{R}^n$, the set of all points in $\mathbb{R}^{n+1}(x_1, \ldots, x_n, z)$ such that $x=(x_1, \ldots, x_n)$ is in $D$ and $z \geq f(x)$ will be denoted by $[D,f]$.

For each of the properties listed below the domains of the functions are always assumed to be convex unless a contrary assumption is explicitly made.

1. The function $f(x)$ is convex in the set $D$ if and only if the set $[D,f]$ is convex.
If \( f(x) \) is convex in \( D \) and \((x, z_0)\) and \((y, z_1)\) are points of \([D, f]\),

\[(1-\theta)z_0 + \theta z_1 \geq (1-\theta)f(x) + \theta f(y) \geq f((1-\theta)x + \theta y).\]

This means the point \(((1-\theta)x + \theta y, (1-\theta)z_0 + \theta z_1)\) is in \([D, f]\). The proof of the reverse implication is even more obvious.

2. If \( f(x) \) is convex in \( D \) and \( x = M + b \) where \( M \) is an \( n \) by \( m \) matrix and \( b \) is a vector of \( \mathbb{A}^n \), then \( f(Mx + b) \) is convex in the inverse image of \( D \), that is in the set of all \( y = (y_1, \ldots, y_m) \) for which \( My + b \in D \).

This is true because

\[
f(M((1-\theta)y^0 + \theta y^1) + b) = f((1-\theta)(My^0 + b) + \theta(My^1 + b)).
\]

3. If \( f_\rho(x) \), \( \rho = 1, \ldots, r \), are convex functions in \( D \) and \( \lambda_\rho \geq 0 \), the function \( \sum_{\rho=0}^r \lambda_\rho f_\rho(x) \) is also convex in \( D \).

This follows from the rules for adding inequalities.

4. If \( f(x) \) is convex in \( D \), \( x_\rho \in D \), \( \lambda_\rho \geq 0 \), and \( \sum_{\rho=0}^r \lambda_\rho = 1 \),

\[
f(\sum_{\rho=0}^r \lambda_\rho x_\rho) \leq \sum_{\rho=0}^r \lambda_\rho f(x_\rho).
\]

The definition of convexity says that this is true if \( r = 1 \). If \( \lambda_0 = 1 \) the statement is trivial. Suppose \( \lambda_0 < 1 \). Because of \( 1 - \lambda_0 = \sum_{\rho=1}^r \lambda_\rho \), Property 4 for \( r - 1 \) and 1 yields
\[ f(\sum_{\rho=0}^{r}\lambda_{\rho}x^{\rho}) = f(\lambda_{0}x^{0} + (1 - \lambda_{0}) \sum_{\rho=1}^{r} \frac{\lambda_{\rho}}{1 - \lambda_{0}} x^{\rho}) \]
\[ \leq \lambda_{0} f(x^{0}) + (1 - \lambda_{0}) f(\sum_{\rho=1}^{r} \frac{\lambda_{\rho}}{1 - \lambda_{0}} x^{\rho}) \]
\[ \leq \lambda_{0} f(x^{0}) + (1 - \lambda_{0}) \sum_{\rho=1}^{r} \frac{\lambda_{\rho}}{1 - \lambda_{0}} f(x^{\rho}) \]
\[ = \sum_{\rho=0}^{r} \lambda_{\rho} f(x^{\rho}). \]

Property 4 follows by induction.

5. A function \( f(x) \) is both convex and concave in \( D \) if and only if it is linear in \( D \).

The sufficiency of the condition is obvious. If \( f(x) \) is both convex and concave in \( D \), Property 4 applied to \( f \) and \( -f \) yields

\[ (*): \sum_{\rho=0}^{r} \lambda_{\rho} f(x^{\rho}) = \sum_{\rho=0}^{r} \lambda_{\rho} f(x^{\rho}) \]

for \( \lambda_{\rho} \geq 0, \sum_{\rho=0}^{r} \lambda_{\rho} = 1 \). If \( r \) equals the linear dimension of \( D \) and the points \( x^{\rho} \) are linearly independent, \((*)\) shows that \( f \) is linear in the simplex with vertices \( x^{\rho} \).

Suppose now that \( x = \sum_{\rho=0}^{r} \mu_{\rho} x^{\rho}, \sum_{\rho=0}^{r} \mu_{\rho} = 1 \), is any point of \( D \). Application of \((*)\) to the point \( x \) and the centroid \( \frac{1}{r+1} \sum_{\rho=0}^{r} x^{\rho} \) of the simplex gives
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\[ f\left(\sum_{\rho=0}^{r} \left(\frac{1-\theta}{r+1} + \theta \mu_{\rho}\right) x^\rho \right) \]

\[ = (1-\theta) f\left(\sum_{\rho=0}^{r} \frac{1}{r+1} x^\rho \right) + \theta f\left(\sum_{\rho=0}^{r} \mu_{\rho} x^\rho \right) \]

for \( 0 \leq \theta \leq 1 \). Since the point \( \sum_{\rho=0}^{r} \left(\frac{1-\theta}{r+1} + \theta \mu_{\rho}\right) x^\rho \) is in the simplex with vertices \( x^\rho \) for some \( \theta \) sufficiently small, it follows from (\*) that

\[ f\left(\sum_{\rho=0}^{r} \left(\frac{1-\theta}{r+1} + \theta \mu_{\rho}\right) x^\rho \right) = \sum_{\rho=0}^{r} \left(\frac{1-\theta}{r+1} + \theta \mu_{\rho}\right) f(x^\rho). \]

Therefore,

\[ \sum_{\rho=0}^{r} \left(\frac{1-\theta}{r+1} + \theta \mu_{\rho}\right) f(x^\rho) = \frac{1-\theta}{r+1} \sum_{\rho=0}^{r} f(x^\rho) + \theta f\left(\sum_{\rho=0}^{r} \mu_{\rho} x^\rho \right) \]

and

\[ f\left(\sum_{\rho=0}^{r} \mu_{\rho} x^\rho \right) = \sum_{\rho=0}^{r} \mu_{\rho} f(x^\rho). \]

6. If \( f_{\nu}(x) \), \( \nu = 1, 2, \ldots \), are convex functions in \( D \) and \( f_{\nu}(x) \) converges pointwise to \( f(x) \), \( f(x) \) is also convex in \( D \).

This is because the inequality defining convexity in \( D \) for \( f(x) \) is the limit of the corresponding inequalities for \( f_{\nu}(x) \).

7. If \( f_{\alpha}(x) \), where \( \alpha \) runs through any set, are convex functions in \( D \), the set of all points \( x \) of \( D \) at which \( \sup_{\alpha} f_{\alpha}(x) \) is finite is convex and \( \sup_{\alpha} f_{\alpha}(x) \) is a convex function in this set.
Define \( g(x) = \sup_{\alpha} f_{\alpha}(x) \) where this supremum is finite. Let \( x \) and \( y \) be any two points for which \( \sup_{\alpha} f_{\alpha} \) is finite. Then

\[
f_{\alpha}((1-\theta)x + \theta y) \leq (1-\theta)f_{\alpha}(x) + \theta f_{\alpha}(y) \leq (1-\theta)g(x) + \theta g(y).
\]

This shows that \( \sup_{\alpha} f_{\alpha}((1-\theta)x + \theta y) \) is finite and \( g((1-\theta)x + \theta y) \leq (1-\theta)g(x) + \theta g(y) \).

8. If \( f(x) \) is convex in \( D \) and \( \varphi(t) \) is a monotone increasing convex function over an interval which contains the values of \( f(x) \), \( \varphi(f(x)) \) is convex in \( D \).

From the convexity of \( f \) and the monotone character of \( \varphi \), and from the convexity of \( \varphi \)

\[
\varphi(f((1-\theta)x + \theta y)) \leq \varphi((1-\theta)f(x) + \theta f(y)) \leq (1-\theta)\varphi(f(x)) + \theta \varphi(f(y)).
\]

9. If \( f(x) \) is convex in \( D \) and \( D' \) is a compact set in the relative interior of \( D \), \( f(x) \) is bounded above in \( D' \).

Cover \( D' \) with a finite number of closed simplexes contained in \( D \). Every point \( x \) of \( D' \) is a centroid of the vertices of any simplex which contains it. By Property 4, \( f(x) \) is less than or equal to the maximum of \( f(x^i) \)
as $x^1$ ranges over the vertices of a simplex containing $x$. Since the number of simplices is finite, $f(x)$ is bounded above in $D$.

10. If $f(x)$ is convex in $D$, it is bounded below in every bounded subset of $D$.

Let $x^0$ be a fixed point relative interior to $D$. Select a positive number $\delta$ so small that, in the flat spanned by $D$, the closed sphere $K$ about $x^0$ with radius $\delta$ is in the relative interior of $D$. For an arbitrary point $x$ in $D$, denote by $y$ that point of the line joining $x$ and $x^0$ which does not separate $x$ and $x^0$ and which is a distance $\delta$ from $x^0$. This definition insures that $y \in K \subset D$. From the convexity of $f$ it follows that

$$f(x^0) \leq \frac{\delta}{\rho + \delta} f(x) + \frac{\rho}{\rho + \delta} f(y)$$

where $\rho$ denotes the distance $\|x-x^0\|$. Hence

$$\delta f(x) \leq (\rho + \delta) f(x^0) - \rho f(y).$$

Since $K$ is compact and relative interior to $D$, $f(y)$ is bounded above (Property 9). Hence $f(x)$ is bounded below for $\delta$ bounded.

11. If $f(x)$ is a convex function in $D$ which attains a maximum value at a relative interior point of $D$, then $f(x)$ is constant in $D$.

Suppose $f(x)$ has a maximum at a relative interior point $x^0$. If $x$ is any point of $D$, for some sufficiently small positive $\eta$, the point $y = (1 + \eta)x^0 - \eta x$ is also in $D$. 62
Because \( f(x) \leq f(x^0) \) and \( f(y) \leq f(x^0) \),

\[
f(x^0) = f\left(\frac{\eta}{1+\eta} x + \frac{1}{1+\eta} y\right) \leq \frac{\eta}{1+\eta} f(x) + \frac{1}{1+\eta} f(y) \leq f(x^0).
\]

Hence \( f(x) = f(x^0) \).

This argument also shows that a convex function cannot have a local maximum in a relatively open neighborhood unless \( f(x) \) is constant in that neighborhood. If this does happen, the next property shows that this constant value must be an absolute minimum of \( f(x) \).

12. If \( f(x) \) is convex in \( D \),

\( f(x) \) has at most one local minimum.

If there is such a minimum, it is an absolute minimum and is attained on a convex set.

Suppose there is a local minimum at \( x^0 \). For any point \( x \) of \( D \),

\[
f(x^0) \leq f((1-\theta)x^0 + \theta x) \leq (1-\theta)f(x^0) + \theta f(x).
\]

if \( \theta \) is a sufficiently small positive number. Hence \( f(x) \geq f(x^0) \) and \( f(x^0) \) is the absolute minimum of \( f \).

If \( x^0 \) and \( x^1 \) are two points at which \( f(x) \) attains its minimum value \( \mu \),

\[
\mu \leq f((1-\theta)x^0 + \theta x^1) \leq (1-\theta)f(x^0) + \theta f(x^1) = \mu.
\]

Hence \( f \) also attains its minimum at \( (1-\theta)x^0 + \theta x^1 \).

13. Let \( f(x) \) be a convex function defined in a set \( D \) which contains a flat \( F \). If there exists a (non-homogeneous) linear function
The function \( g(x) = f(x) - L(x) \) is convex in \( D \) and non-positive throughout \( F \). If \( x^0 \) is a fixed point in \( F \) and \( x \) is any other point in \( F \), the points \( x^\lambda = (1 - \lambda)x^0 + \lambda x \) are in \( F \) for all \( \lambda \). If \( \lambda > 1 \) the convexity of \( g(x) \) implies that

\[
g(x) \leq (1 - \frac{1}{\lambda})g(x^0) + \frac{1}{\lambda}g(x^\lambda) \leq (1 - \frac{1}{\lambda})g(x^0).
\]

Letting \( \lambda \to \infty \) gives the relation

\[
g(x) \leq g(x^0).
\]

If \( \lambda < 0 \), it follows from the convexity of \( g(x) \) that

\[
g(x^0) \leq \frac{1}{1 - \lambda}g(x^\lambda) + \frac{\lambda}{\lambda - 1}g(x) \leq \frac{\lambda}{\lambda - 1}g(x).
\]

Letting \( \lambda \to -\infty \) shows that

\[
g(x) \geq g(x^0).
\]

Hence \( g(x) \) is constant over \( F \). Suppose that for the vector \( v \) the translate, \( F' = F + v \), of \( F \) is relative interior to
D. Select $\lambda > 1$ so large that the point $x^0 + \frac{1}{\lambda - 1}v$ is in $D$. With $x$ and $x^\lambda$ as before, the definition of convexity applied to the points $x^0 + \frac{1}{\lambda}v$, $x^0 + v$, and $x^\lambda$ gives

$$g(x+v) \leq (1 - \frac{1}{\lambda})g(x^0 + \frac{\lambda}{\lambda - 1}v) + \frac{1}{\lambda}g(x^\lambda) \leq (1 - \frac{1}{\lambda})g(x^0 + \frac{\lambda}{\lambda - 1}v).$$

By Property 9, $g$ is bounded above in a neighborhood of $x^0 + v$. Hence, $(1 - \frac{1}{\lambda})g(x^0 + \frac{\lambda}{\lambda - 1}v)$ is uniformly bounded above for all sufficiently large $\lambda$. Thus $g(x+v)$ is bounded above for $x \in F$, that is to say $g$ is bounded above in $F'$. That $g$ is constant on $F'$ follows from the first part of the theorem applied to the function $g$ in the flat $F'$.

Property 13 is also a consequence of Chapter II, Property 24 applied to the set $[D,f]$.

14. Let $f(x)$ be convex in $D$ and let $p$ be a relative interior point of $D$. Assume that $f(x)$ is linear on each of finitely many (finite or infinite) segments in $D$ which have linearly independent directions and which have $p$ as a common interior point. Then $f(x)$ is linear over the convex hull of these segments.
There is a (non-homogeneous) linear function \( \mathcal{L}(x) \) in \( \mathbb{A}^n \) which is identical with \( f(x) \) along the segments. Hence, the convex function \( g(x) = f(x) - \mathcal{L}(x) \) vanishes on the segments. Now every point \( x \) of the convex hull of the segments may be written

\[
x = \sum_{\rho=0}^{r} \lambda_{\rho} x^\rho, \quad \lambda_{\rho} \geq 0, \quad \sum_{\rho=0}^{r} \lambda_{\rho} = 1,
\]

with points \( x^\rho \) belonging to the segments. Hence, by Property 4

\[
g(x) \leq \sum_{\rho=0}^{r} \lambda_{\rho} g(x^\rho) = 0.
\]

But \( p \) is a relative interior point of the convex hull and \( g(p) = 0 \). Therefore (Property 11) \( g(x) \) is identically zero in the convex hull of the segments.

DEFINITION. A function \( f(x) \) defined in a cone \( D \) with the origin as vertex is said to be positively homogeneous (of degree 1) in \( D \) if \( f(\lambda x) = \lambda f(x) \) for every \( x \in D \) and all \( \lambda \geq 0 \).

15. A positively homogeneous function \( f(x) \) in a convex cone \( D \) is convex in \( D \).
if and only if
\[ f(x+y) \leq f(x) + f(y) \]
for every \( x \) and \( y \) in \( D \).

Convexity of \( f(x) \) implies
\[ \frac{1}{2}f(x+y) = f\left(\frac{1}{2}x + \frac{1}{2}y\right) \leq \frac{1}{2}f(x) + \frac{1}{2}f(y). \]

On the other hand this inequality implies for \( 0 \leq \theta \leq 1 \) that
\[ f((1-\theta)x + \theta y) \leq f((1-\theta)x) + f(\theta y) = (1-\theta)f(x) + \theta f(y). \]

Important examples of positively homogeneous convex functions are the support functions of point sets in \( \mathbb{A}^n \).

**DEFINITION.** Let \( M \) be an arbitrary point set in \( \mathbb{A}^n \). Denote by \( B(M) \) the convex cone with the origin as vertex consisting of all vectors \( \xi \) such that \( M \) is bounded in the direction \( \xi \) (Chapter II, Section 5). The function
\[ h_M(\xi) = \sup_{x \in M} x^T \xi \]
defined in \( B(M) \) is called the support function of \( M \).

That \( h_M(\xi) \) is positively homogeneous in \( B(M) \) is clear. That it is convex follows from Property 7.

Obviously, \( h_M(\xi) \leq h_N(\xi) \) in \( B(N) \) if \( M \subset N \).

If \( ||\xi|| = 1 \), \( h_M(\xi) \) is the distance from the origin to the supporting flat of \( M \) with positive normal vector \( \xi \). Thus, \( h_M(\xi) \) determines all the supports of \( M \). The converse holds because \( h_M(\xi) \) is positively homogeneous. Therefore \( M \) and \( \overline{\{M\}} \), the closure of the convex hull of \( M \), have the same support function. Also two sets \( M \) and \( N \) have the same support function if and only if \( \overline{\{M\}} = \overline{\{N\}} \).

Let \( M \) be a point set with the support function \( h_M(\xi) \) and \( \lambda \) a real number. Then the set \( \lambda M \) has the support function \( \lambda h_M(\xi) \) defined in \( B(M) \) if \( \lambda \geq 0 \), and the support function \( -\lambda h_M(-\xi) \) defined in \( -B(M) \) if \( \lambda < 0 \).

If \( M \) and \( N \) be point sets with the support functions \( h_M(\xi) \) and \( h_N(\xi) \), the set \( M + N \) has the support function

\[
h_{M+N}(\xi) = h_M(\xi) + h_N(\xi)
\]
defined in \( B(M) \cap B(N) \). This follows because
\[ \sup_{x+y \in M+N} (x+y) \xi = \sup_{x \in M} (x \xi + y \xi) = \sup_{x \in M} x \xi + \sup_{y \in N} y \xi. \]

2. CONTINUITY AND DIFFERENTIABILITY OF CONVEX FUNCTIONS OF ONE VARIABLE

The case of a convex function \( \phi(t) \) over a convex set \( D \) of \( \mathbb{A}^1 (\infty < t < \infty) \) will now be considered. Here \( D \) must be an interval (open, closed, or half-open, possibly unbounded). If \( x \neq y \) and \( \theta \neq 0 \) or 1, the inequality used in Section 1 to define convex functions is equivalent to

\[ \phi(t_2) \leq \frac{t_3-t_2}{t_3-t_1} \phi(t_1) + \frac{t_2-t_1}{t_3-t_1} \phi(t_3) \]

for any three points \( t_1 < t_2 < t_3 \) of \( D \). If \( x = y \) or \( \theta = 0 \) or 1 the inequality of Section 1 is valid for all functions. Hence the present inequality is no weaker than the previous one.

16. If \( \phi(t) \) is convex in \( D \)

\[ \frac{\phi(t_2) - \phi(t_1)}{t_2-t_1} \leq \frac{\phi(t_3) - \phi(t_1)}{t_3-t_1} \leq \frac{\phi(t_3) - \phi(t_2)}{t_3-t_2} \]

for \( t_1 < t_2 < t_3 \). Conversely, if one of these inequalities is satisfied for all \( t_1 < t_2 < t_3 \) in \( D \), the function
\( \phi(t) \) is convex in \( D \).

The first inequality of Property 16 follows from the defining inequality above by subtraction of \( \phi(t_1) \) from both sides and division by \( t_2 - t_1 \). Reversal of the steps proves the opposite implication. Similarly the second inequality of Property 16 is also equivalent to the defining inequality.

Property 16 shows that \( \frac{\phi(t+h) - \phi(t)}{h} \) is monotone decreasing as \( h \to +0 \). Hence, the right hand derivative

\[
\phi_+(t) = \lim_{h \to +0} \frac{\phi(t+h) - \phi(t)}{h}
\]

exists and is either finite or \( -\infty \). Similarly the left hand derivative

\[
\phi_-(t) = \lim_{h \to +0} \frac{\phi(t-h) - \phi(t)}{-h}
\]

exists and is either finite or \( +\infty \). From Property 16 it also follows for an interior point \( t \) of \( D \) and a sufficiently small \( \varepsilon > 0 \) that

\[
\phi_+(t-\varepsilon) \leq \phi'_-(t) \leq \phi'_+(t) \leq \phi_+(t+\varepsilon).
\]

Since \( \phi_+ < \infty \) and \( \phi_- > -\infty \), both derivatives are finite at any interior point of \( D \). This implies the continuity of \( \phi \) in the interior of \( D \). Furthermore, at any point where one of
the derivatives is continuous the two derivatives agree, i.e. \( \varphi(t) \) has an ordinary derivative. Since both derivatives are monotone increasing functions, they have at most a denumerable number of jump discontinuities. For a sufficiently small fixed \( h \neq 0 \), \( \frac{\varphi(t+h) - \varphi(t)}{h} \) is continuous in an arbitrary closed interval interior to \( D \). Therefore \( \varphi'_+(t) \) is the limit of a decreasing sequence of continuous functions and consequently is upper semicontinuous. Similarly \( \varphi'_-(t) \) is lower semicontinuous. The combination of semicontinuity and monotonicity shows that \( \varphi'_+(t) \) is continuous from the right and \( \varphi'_-(t) \) is continuous from the left.

These facts may be summarized as follows:

17. If \( \varphi(t) \) is a convex function in an interval \( D \), at every interior point of \( D \) it is continuous and has finite one-sided derivatives \( \varphi'_-(t) \) and \( \varphi'_+(t) \). These derivatives are monotone increasing functions which have identical values everywhere except for an at most denumerable number of points where they both have jumps. The value of \( \varphi'_-(t) \) at a jump is the left hand limit, while the value of \( \varphi'_+(t) \) is the right hand limit.

18. If \( \varphi(t) \) is a convex function in \( D \), \( \varphi''(t) \) exists everywhere in \( D \).
except on a set of Lebesgue measure zero. Where it exists it is non-negative.

This follows from the Lebesgue theorem that a monotone function has a derivative almost everywhere.

19. A function $\varphi(t)$, which is continuous in an interval $D$ and is twice differentiable in the interior of $D$, is convex in $D$ if $\varphi''(t) \geq 0$ for all $t$ in the interior of $D$.

According to 16 it only has to be shown that

$$\frac{\varphi(t_3) - \varphi(t_2)}{t_3-t_2} - \frac{\varphi(t_2) - \varphi(t_1)}{t_2-t_1} \geq 0$$

for any $t_1 < t_2 < t_3$. This is true, because repeated application of the Theorem of the Mean shows that the left hand side, apart from a positive factor, equals some value of $\varphi''$.

20. Under the same assumptions as in Property 19 $\varphi(t)$ is strictly convex if and only if $\varphi''(t) \geq 0$ for all $t$ in the interior of $D$, but is not identically zero in any (non-trivial) subinterval of $D$. 
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Property 20 is equivalent to the fact that $\varphi(t)$ is convex but not strictly convex if and only if it is convex in $D$ and linear on some subinterval of $D$. Here the latter condition is obviously sufficient. That it is necessary is seen in the following way. If $\varphi(t)$ is convex but not strictly convex there are values $t_c$ and $t_1$ such that

$$\varphi(\theta) = \varphi((1-\theta)t_c + \theta t_1) - (1-\theta) \varphi(t_c) - \theta \varphi(t_1) \leq 0$$

for $0 \leq \theta \leq 1$ and $\varphi(\theta_0) = 0$ for some $\theta_0$, $0 < \theta_0 < 1$. This means that the convex function $\varphi(\theta)$ has a maximum at $\theta_0$ and is, therefore, constant (Property 11).

The behavior of a convex function $\varphi(t)$ at the endpoints of its domain $D$ may be described in the following way: $\varphi(t)$ is monotone either in the whole of $D$ or in each of two complementary subintervals of $D$ separated by a point at which $\varphi(t)$ is a minimum (Property 12).

Hence, as $t$ approaches an endpoint $e$ of $D$, $\varphi(t)$ has a finite or infinite limit. If $e$ is finite, \( \lim_{t \to e} \varphi(t) = \infty \) because of Property 10. If $e$ belongs to $D$, the convexity of $\varphi(t)$ implies $\lim_{t \to e} \varphi(t) \leq \varphi(e)$. On the other hand, it is easy to see that $\varphi(e)$ may be given an arbitrary value satisfying this inequality without violating the convexity of $\varphi(t)$. It is often convenient to redefine $D$ and $\varphi(t)$ in the following manner: If $e$ is an endpoint of $D$ belonging to $D$, change the value of $\varphi$ at $e$, if necessary, so that $\varphi(e) = \lim_{t \to e} \varphi(t)$. If $e$ is a finite endpoint of $D$ not belonging to $D$, and if $\lim_{t \to e} \varphi(t)$ is finite, adjoin $e$ to $D$ and define $\varphi(e) = \lim_{t \to e} \varphi(t)$.

By these inessential changes a convex function $\varphi(t)$ is obtained which is continuous in the whole interval $D$. of
definition and \( \Phi(t) \to \infty \) as \( t \) approaches a finite endpoint of \( D \) which is not in \( D \). For a function with these properties the set \([D, \Phi]\) is closed. Conversely if the convex set \([D, \Phi]\) is closed, \( \Phi \) is such a function.

3. CONTINUITY PROPERTIES OF CONVEX FUNCTIONS OF SEVERAL VARIABLES

21. Suppose \( f(x) \) is a convex function over a convex set \( D \) of \( \mathbb{R}^n \) and \( D' \) is a compact convex set in the relative interior of \( D \). Let \( \delta > 0 \) be such that the closed relative \( \delta \)-neighborhood \( D'' = D' + \delta \overline{U} \) of \( D' \) is also in the relative interior of \( D \). Here \( \overline{U} \) denotes the closed unit sphere of that subspace through the origin which is a translate of the minimal flat containing \( D \). Let \( M \) and \( m \) be numbers such that \( m \leq f(x) \leq M \) in \( D'' \) (Properties 9 and 10). Under these conditions

\[
|f(x+y) - f(x)| \leq \frac{M - m}{\delta} \|y\|
\]

for any \( x \in D' \) and any vector \( y \) for which \( x + y \in D'' \).

If \( y = 0 \), the statement is trivial. If \( y \neq 0 \), consider the function \( f(x+ty) \) of the real variable \( t \) for fixed \( x \in D' \), \( y \in S(D) - x \). This is a convex function at least in the interval \(-\frac{\delta}{\|y\|} \leq t \leq \frac{\delta}{\|y\|}\). From Property 16 it follows that for \( 0 < t \leq \frac{\delta}{\|y\|}\)
\[
\frac{f(x) - f\left(x - \frac{\delta}{\|y\|} y\right)}{\delta \|y\|} \leq \frac{f(x+ty) - f(x)}{t} \leq \frac{f(x + \frac{\delta}{\|y\|} y) - f(x)}{\delta} \|y\|.
\]

Hence

\[
\left| \frac{f(x+ty) - f(x)}{t} \right| \leq \frac{M - m}{\delta} \|y\|.
\]

If \( \|y\| \leq \delta \), the value one may be substituted for \( t \). The inequality obtained is obviously also valid when \( \|y\| > \delta \) provided \( x + y \in D' \).

The inequality in 21 shows that \( f \) satisfies a uniform Lipschitz condition in \( D' \). Hence a uniformly bounded family of convex functions over the domain \( D' \) is equicontinuous in \( D' \). From this follows

22. If a set of convex functions over a relatively open convex set \( D \) is uniformly bounded in every compact subset of \( D \), a sequence of functions may be selected from this set so that the sequence converges in \( D \) to a convex function. Moreover, this convergence is uniform in any compact subset of \( D \).

An immediate consequence of 21 is

23. If \( f(x) \) is convex in \( D \), it is continuous in the relative interior of \( D \).

The behavior of a convex function at the boundary of its domain is essentially described by

24. If \( f(x) \) is convex in \( D \)
and \( y \) is a relative boundary point of \( D \)

\[
\lim_{x \to y} f(x) > -\infty.
\]

If \( y \in D \)

\[
\lim_{x \to y} f(x) \leq f(y).
\]

The first statement follows from Property 10 and the second is true because

\[
\lim_{x \to y} f(x) \leq \lim_{\theta \to 1} f((1-\theta)x^0 + \theta y)
\]

\[
\leq \lim_{\theta \to 1} ((1-\theta)f(x^0) + \theta f(y))
\]

\[
= f(y)
\]

is valid for any fixed \( x^0 \in D \).

Let

\[
f(x_1, x_2) = \frac{x_1^2 + x_2^2}{2x_2}
\]

for \( x_2 > 0 \) and define \( f(0,0) \) to be an arbitrary non-negative number. Then \( f \) is convex over the half-plane \( x_2 > 0 \) plus the origin. Now \( \lim_{x \to 0} f(x) = 0 \) while \( \lim_{x \to 0} f(x) = +\infty \).

This example shows that "\( \lim \)" in (a) cannot be replaced by "\( \lim \)" and that the inequality cannot be strengthened.

25. Let \( f(x) \) be convex in a relatively open convex set \( D \). Denote by \( D \)
the set obtained by adding to $\mathcal{D}$ all relative boundary points $y$ for which $\lim_{x \to y} f(x) < \infty$.

Define

$$f(y) = \lim_{x \to y} f(x)$$

for $y$ in $\mathcal{D}$ but not in $\mathcal{D}'$ and $x$ in $\mathcal{D}$. With these definitions $D$ is convex and $f(x)$ is a convex function in $D$.

If $y^0$ and $y^1$ are any two points of $D$, there are sequences $x^{0i}$ and $x^{1i}$, $i = 1, 2, \ldots$, of points from $\mathcal{D}$ such that $x^{0i} \to y^0$, $x^{1i} \to y^1$ and

$$\lim_{i \to \infty} f(x^{0i}) = \lim_{x \to y^0} f(x),$$

$$\lim_{i \to \infty} f(x^{1i}) = \lim_{x \to y^1} f(x).$$

Now for $0 \leq \theta \leq 1$

$$f((1-\theta)x^{0i} + \theta x^{1i}) \leq (1-\theta)f(x^{0i}) + \theta f(x^{1i}).$$

Hence

$$\lim_{x \to (1-\theta)y^0 + \theta y^1} f(x) \leq \lim_{i \to \infty} f((1-\theta)x^{0i} + \theta x^{1i}) \leq (1-\theta)f(y^0) + \theta f(y^1) < \infty.$$

This shows that $(1-\theta)y^0 + \theta y^1 \in D$ and that

$$f((1-\theta)y^0 + \theta y^1) \leq (1-\theta)f(y^0) + \theta f(y^1).$$
A function obtained in the way described in 25 has the properties given in the

DEFINITION: A convex function \( f(x) \) defined in a convex set \( D \) is called closed if \( \lim_{x \to y} f(x) = \infty \) for every relative boundary point \( y \) of \( D \) which is not in \( D \), and \( \lim_{x \to y} f(x) = f(y) \) for every relative boundary point \( y \) of \( D \) which is in \( D \).

A closed convex function may be obtained from any convex function by removing the relative boundary points of its domain and then extending the function in the way described in 25.

26. If \( f(x) \) in \( D \) is a closed convex function \( \lim_{x \to y} f(x) = f(y) \) where \( y \) is any point in \( D \) and \( x \) approaches \( y \) along a segment belonging to \( D \).

Letting \( x \) approach \( y \) along the segment from \( x^0 \) to \( y \) is the same as allowing \( \theta \) to approach one from below in the expression \( (1-\theta)x^0 + \theta y \). Since

\[
f((1-\theta)x^0 + \theta y) \leq (1-\theta)f(x^0) + \theta f(y),
\]

\[
\lim_{\theta \to 1} f((1-\theta)x^0 + \theta y) \leq f(y).
\]

On the other hand, \( f(y) = \lim_{x \to y} f(x) \). This proves the statement.

27. A convex function \( f(x) \) in \( D \) is closed if and only if the set \([D, f]\) of \( \mathbb{A}^{n+1} \) is closed.
Suppose the set \([D,f]\) in \(\mathbb{A}^{n+1}\) is closed. Let \(y\) be a relative boundary point of \(D\) and \(x^i \in D\) a sequence of points converging to \(y\) such that \(\lim_{i \to \infty} f(x^i) = \lim_{x \to y} f(x)\). If this \(\lim\) is finite, the sequence of points \((x^i, f(x^i))\) in \([D,f]\) converges to the point \((y, \lim_{x \to y} f(x))\) in \([D,f]\). This means that \(y \in D\) and \(f(y) = \lim_{x \to y} f(x)\).

From 24 it now follows that \(f(y) = \lim_{x \to y} f(x)\). Conversely, suppose the function is closed. Consider any sequence of points \((x^i, z^i)\) in \([D,f]\) which converges to a point \((y, z)\). Since \(z^i \geq f(x^i)\), \(z \geq \lim_{x \to y} f(x)\). This implies \(y \in D\) and \(z \geq f(y)\), that is \((y, z) \in [D,f]\).

4. DIRECTIONAL DERIVATIVES AND DIFFERENTIABILITY PROPERTIES

28. If \(f(x)\) is convex in \(D\), the "directional derivative"

\[ f'(x;y) = \lim_{t \to 0^+} \frac{f(x+ty) - f(x)}{t} \]

exists and is either finite or \(-\infty\) for any \(x\) in \(D\) and any vector \(y\) such that \(x + y\) is in the projecting cone \(P_x(D)\). For a fixed \(x\), \(f'(x;y)\) is either finite for all \(y\) in the translate \(P_x(D) - x\) of the projecting cone, or it is \(-\infty\) for all relative interior vectors \(y\) of \(P_x(D) - x\). When \(f'(x;y)\) is finite in \(P_x(D) - x\), \(f'(x;y)\) is a positively homogeneous, convex function in
\( P_x(D) - x \). If \( x \) is relative interior to \( D \), the cone \( P_x(D) - x \) is a subspace and \( f'(x; y) \) is finite for all \( y \) in this subspace.

The above limit is the right hand derivative at \( t = 0 \) of the function \( f(x+ty) \) of \( t \) which is defined and convex at least in some interval \( 0 \leq t < b \). Thus the limit exists and is \( < \infty \) (Property 17). If \( x \) is relative interior to \( D \), \( f(x+ty) \) is defined and convex in some interval containing \( t = 0 \) in its interior and, hence, \( f'(x; y) \) is finite.

If \( \lambda > 0 \),

\[
\frac{f(x+\lambda ty) - f(x)}{t} = \lambda \frac{f(x+\lambda ty) - f(x)}{\lambda t}.
\]

Hence

\[
(*) \quad f'(x; \lambda y) = \lambda f'(x; y)
\]

for \( \lambda > 0 \). This equation is clearly also valid for \( \lambda = 0 \).

If \( f'(x; y) = -\infty \) for a particular \( y \), it must be infinite on the ray generated by \( y \) in \( P_x(D) - x \). If \( y^0 \) and \( y^1 \) are in \( P_x(D) - x \),

\[
\frac{f(x+t(y^0+y^1)) - f(x)}{t} = \frac{f(\frac{1}{2}(x+2ty^0) + \frac{1}{2}(x+2ty^1)) - f(x)}{t}
\]

\[
\leq \frac{f(x+2ty^0) - f(x)}{2t} + \frac{f(x+2ty^1) - f(x)}{2t}.
\]

If \( f'(x; y) \) is \( -\infty \) on any ray \( (y^0) \), it now follows that it must be \( -\infty \) on every ray which is strictly between \( (y^0) \) and any other ray \( (y^1) \) of \( P_x(D) - x \). In particular
\( f'(x;y) = -\infty \) in the whole relative interior of \( P_x(D) - x \). If \( f'(x;y) \) for the \( x \) considered is \( -\infty \) for no \( y \), the above inequality gives \( f'(x;y^0 + y^1) \leq f'(x;y^0) + f'(x;y^1) \). This combined with inequality (*) shows that \( f'(x;y) \) is a positively homogeneous, convex function of \( y \) in the cone \( P_x(D) - x \) (Property 15).

That \( f'(x;y) \) need not be \( -\infty \) on all relative boundary rays of \( P_x(D) - x \) when it is \( -\infty \) on the relative interior rays is shown by the following example: Let \( D \) be a closed strip of a plane and let \( f(x) \) be a convex function over \( D \) with its graph half of a circular cylinder. If \( x \) is a boundary point of \( D \), \( f'(x;y) = -\infty \) in any direction from \( x \) into the interior of \( D \) but is finite in the two directions along the edge of \( D \).

29. If \( f(x) \) is convex in \( D \)

\[
f(x) \geq f(x^0) + f'(x^0; x-x^0)
\]

for all \( x \) and \( x^0 \) in \( D \). If \( f(x) \) is positively homogeneous and convex in a convex cone \( D \)

\[
f(y) \geq f'(x;y)
\]

for all \( x \) and \( y \) in \( D \).

If \( x^0 \) and \( x \) are in \( D \), \( f(x^0 + t(x-x^0)) \) is a convex function of \( t \) in an interval including \( 0 \leq t \leq 1 \). Hence for \( t > 0 \)

\[
\frac{f(x^0 + t(x-x^0)) - f(x^0)}{t} \geq f'(x^0; x-x^0)
\]

because the left hand side decreases as \( t \) decreases (Property 16). Substitution of one for \( t \) gives
\[ f(x^0 + (x-x^0)) - f(x^0) \geq f'(x^0; x-x^0), \]

that is the first statement of 29. If \( f(x) \) is positively homogeneous

\[ f(x^0) + f(x-x^0) \geq f(x^0 + (x-x^0)). \]

This and substitution of \( y \) for \( x - x^0 \) gives the second statement from the first.

30. If \( f(x) \) is convex in \( D \), the supporting hyperplanes of the set \( [D, f(x)] \) which contain a fixed point \( (x^0, f(x^0)) \) are identical with the supporting hyperplanes of the corresponding set \( [P_{x^0}(D), f(x^0) + f'(x^0; x-x^0)] \) for the function \( f(x^0) + f'(x^0; x-x^0) \) of \( x \).

The set \( [P_{x^0}(D), f(x^0) + f'(x^0; x-x^0)] \) is a convex cone in \( \mathbb{A}^{n+1} \) with vertex \( (x^0, f(x^0)) \). This follows easily from the facts that \( P_{x^0}(D) \) is a convex cone and that \( f'(x^0; y) \) is positively homogeneous in \( y \). Hence every supporting hyperplane of this set goes through \( (x^0, f(x^0)) \). Furthermore

\[ [D, f(x)] \subset [P_{x^0}(D), f(x^0) + f'(x^0; x-x^0)] \]

because of Property 29, and the inclusion \( D \subset P_{x^0}(D) \). Every supporting hyperplane of the set \( [P_{x^0}(D), f(x^0) + f'(x^0; x-x^0)] \) is thus a supporting hyperplane of \( [D, f(x)] \) through \( (x^0, f(x^0)) \).

To prove the converse consider a supporting hyperplane
of \([D,f(x)]\) which is not parallel to the z-axis and which contains \((x^0,f(x^0))\). Its equation may be written

\[ z = f(x^0) + (x-x^0)'u \]

with some vector \(u \neq 0\) in \(\mathbb{A}^n\). Now

\[ f(x) \geq f(x^0) + (x-x^0)'u \quad \text{for all } x \in D. \]

Hence, replacement of \(x\) by \(x^0 + t(x-x^0) \in D\) for \(0 < t \leq 1\) gives

\[ f(x^0 + t(x-x^0)) \geq f(x^0) + t(x-x^0)'u, \]

\[ \frac{f(x^0 + t(x-x^0)) - f(x^0)}{t} \geq (x-x^0)'u \]

and

\[ f(x^0) + f'(x^0;x-x^0) \geq f(x^0) + (x-x^0)'u. \]

Since \(f'(x^0;y)\) is positively homogeneous in \(y\), the last inequality holds for all \(x \in P_{x^0}(D)\). This means that a supporting hyperplane of \([D,f(x)]\) through \((x^0,f(x^0))\) and not parallel to the z-axis is also a supporting hyperplane of \([P_{x^0}(D), f(x^0) + f'(x^0;x-x^0)]\).

A supporting hyperplane of \([D,f(x)]\) through \((x^0,f(x^0))\) which is parallel to the z-axis has an equation of the form \((x-x^0)'u = 0\). For this \(u\)

\[ (x-x^0)'u \leq 0 \quad \text{for all } x \in D \]

Clearly this inequality also holds for all \(x \in P_{x^0}(D)\)
because every \( x \in P^\circ_0(D) \) may be written \( x = x^0 + \lambda (x^1 - x^0) \) with \( x^1 \in D, \ \lambda \geq 0 \). This means that the given hyperplane parallel to the z-axis is a supporting hyperplane of 
\[ P^\circ_0(D), f(x^0) + f'(x^0; x-x^0) \].

31. Let \( f(x) \) be convex in \( D \), and let \( x^0 \) be an arbitrary point of \( D \). Then there is a supporting hyperplane to \([D, f(x)]\) which contains the point \((x^0, f(x^0))\) and which is not parallel to the z-axis if and only if \( f'(x^0; y) \) is finite for all \( y \) in \( P^\circ_0(D) - x^0 \).

Suppose \( f'(x^0; x^1 - x^0) \) is finite for some \( x^1 \) relative interior to \( P^\circ_0(D) \). The ray in \( A^{n+1} \) with initial point \((x^0, f(x^0))\) and direction determined by the vector \((x^1 - x^0, f'(x^0; x^1 - x^0))\) is a relative boundary ray of the convex cone \( C = [P^\circ_0(D), f(x^0) + f'(x^0; x-x^0)] \). Hence, in the minimal flat \( S(C) \) containing this cone there is a supporting hyperplane \( H \) of \( C \) which contains this ray. If \( H \) were parallel to the z-axis, its intersection with the hyperplane \( z = 0 \) would be a supporting flat of \( P^\circ_0(D) \). On the other hand it would contain the relative interior point \( x^1 \) of \( P^\circ_0(D) \), but this is impossible. Now \( H \) can be extended to a supporting hyperplane in \( A^{n+1} \) of \( C \) not parallel to the z-axis. From 30 it follows that \( H \) also supports \([D, f(x)]\). The converse follows from the inequality
\[ f'(x^0; x-x^0) \geq (x-x^0)'u > -\infty \]

obtained in the proof of 30 for any supporting hyperplane
\[ z = f(x^0) + (x-x^0)'u \]
of $[D, f(x)]$ which is not parallel to the $z$-axis.

Now let $f(x)$ be convex in an $n$-dimensional convex set $D$, and let $x^0$ be a fixed interior point of $D$. Consider the function on the line $x = x^0 + ty$ where $y$ is an arbitrary fixed vector in $\mathbb{R}^n$. In some interval $f(x^0 + ty)$ is a convex function of $t$ whose right hand derivative at $t = 0$ is $f'(x^0, y)$ and whose left hand derivative at $t = 0$ is $-f'(x^0; -y)$. Hence $f(x^0 + ty)$ is differentiable at $t = 0$ if and only if

$$f'(x^0; \lambda y) = \lambda f'(x^0; y)$$

for arbitrary real $\lambda$. Therefore the partial derivatives of $f(x)$ exist if and only if for all real $\lambda$

$$f'(x^0; \lambda u^i) = \lambda f'(x^0; u^i)$$

where the $u^i$, $i = 1, \ldots, n$, denote the unit vectors $(0, \ldots, 0, 1, 0, \ldots, 0)$. The partial derivatives have the values

$$\frac{\partial f}{\partial x_1} = f'(x^0; u^i).$$

If they exist, $f'(x^0; y)$ is linear on every coordinate axis. From Property 14 it then follows that $f'(x^0; y)$ is linear over the whole $y$-space. Hence

$$f'(x^0; dx) = \sum_{i=1}^{n} \frac{\partial f}{\partial x_1} dx_i$$

is the total differential of $f(x)$.

32. Let $f(x)$ be convex in an $n$-dimensional convex set $D$. Let $x^0$
be an interior point of \( D \) and suppose that 
\( f'(x^0;y) \) is a linear function of \( y \). Then 
\( f(x) \) is differentiable at \( x = x^0 \).

This statement is equivalent with the following: To 
every \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that 
\[
|f(x^0+tu) - f(x^0) - tf'(x^0;u)| \leq \varepsilon t
\]
for all unit vectors \( u \) and \( 0 < t \leq \delta \). From Property 29 and 
the definition of \( f'(x^0;y) \), it follows that for each fixed 
vector \( y \) there is a \( \delta(y) \) such that 

\[
(*) \quad 0 \leq f(x^0+ty) - f(x^0) - tf'(x^0;y) \leq \varepsilon t
\]

for \( 0 < t \leq \delta(y) \). Apply this to the vectors \( y^1, i = 1, \ldots, 2^n \), 
all of whose coordinates have the value \( \pm 1 \) and put 
\( \delta = \min \delta(y^i) \). Then (*) is valid for each \( y = y^i \) and 
\( 0 < t \leq \delta \). Now for any fixed \( t \) in this interval 
\( f(x^0+ty) - f(x^0) - tf'(x^0;y) \) is a convex function of \( y \) since 
\( f'(x;y) \) is linear in \( y \). Hence (*) is valid for all \( y \) in 
the convex hull of the points \( y^1 \) (Properties 4 and 29), in 
picular for all unit vectors \( u \). This proves the statement.

33. Let \( f(x) \) be convex in a relatively 
open convex set \( D \) of dimension \( d \), and 
let \( y \) be a fixed vector parallel with the 
minimal flat containing \( D \). Then \( f'(x;y) \) 
is an upper semicontinuous function of \( x \) 
in \( D \). The ordinary derivative of \( f(x) \) 
in the direction \( y \) exists everywhere in 
\( D \) with the possible exception of a subset 
of \( d \)-measure zero. Where it exists the 
derivative is a continuous function of \( x \).
In every compact subset of \( D \) the function \( f'(x;y) \) of \( x \) is the limit of a decreasing sequence of continuous functions \( \frac{f(x+t_1 y) - f(x)}{t_1} \) where \( t_1 > 0 \), \( t_1 \to 0 \). Hence \( f'(x;y) \) is upper semicontinuous. The ordinary derivative of \( f(x) \) in the direction \( y \) exists at a point \( x \) if and only if \( f'(x;y) = -f'(x;-y) \). Now \( f'(x;y) + f'(x;-y) \geq 0 \), since \( f'(x;y) \) is positively homogeneous and convex in \( y \). Hence the set of points at which the derivative does not exist is the set of \( x \) at which \( f'(x;y) + f'(x;-y) > 0 \). Thus this set is measurable. Its intersection with a line parallel to \( y \) contains at most a denumerable number of points, (Property 17). Therefore the set has \( d \)-measure zero. Since \( f'(x;y) \) is upper semicontinuous for every fixed \( y \), \(-f'(x;-y)\) is lower semicontinuous and, hence, \( f'(x;y) \) is continuous in the set at which \( f'(x;y) + f'(x;-y) = 0 \).

34. If \( f(x) \) is convex in an open convex set \( D \), it is differentiable with continuous partial derivatives everywhere in \( D \) except for a set of measure zero.

Apply 33 to each of the unit vectors \( u_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) on the coordinate axes instead of to \( y \). For each \( i = 1, \ldots, n \), there is a set of measure zero at which \( \frac{\partial f}{\partial x_i} \) does not exist. The union \( U \) of these sets has measure zero. At every \( x \) in \( D \) but outside \( U \) all partial derivatives exist, that is \( f'(x;y) \) is linear in \( y \) and \( f(x) \) differentiable (Property 32). The continuity of the partial derivatives is an immediate consequence of 33.

35. If \( f(x) \) is a twice differentiable function in an open convex set \( D \), \( f(x) \) is convex in \( D \) if and only if the quadratic form
\[ \sum_{i,j=1}^{n} f_{ij}(x)y_iy_j, \quad f_{ij}(x) = \frac{\partial^2 f}{\partial x_i \partial x_j}, \]

is positive semidefinite for every \( x \) in \( D \).

From the fact that \( f(x) \) is convex if and only if it is convex on every straight segment in \( D \) and from Properties 17 and 19 it follows that \( f(x) \) is convex if and only if

\[
\left[ \frac{d^2 f(x+ty)}{dt^2} \right]_{t=0} = \sum_{i,j=1}^{n} f_{ij}(x)y_iy_j \geq 0
\]

for all \( x \in D \) and all \( y \).

A sufficient condition that a function \( f(x) \), twice differentiable in an open convex set \( D \), is strictly convex in \( D \) is that \( \Sigma f_{ij}(x)y_iy_j \) is positive definite. It is even sufficient that the form is positive semidefinite for all \( x \) in \( D \) and the determinant \( \det f_{ij}(x) \) is not identically zero on any segment in \( D \).

5. CONJUGATE CONVEX FUNCTIONS

In Chapter II, Section 8, polarity with respect to the paraboloid

\[ 2z = x_1^2 + \ldots + x_n^2 \]

in \( \mathbb{A}^{n+1}(x_1, \ldots, x_n, z) \) was described. This polarity will now be used to define an involutory correspondence between closed convex functions.

For the sake of brevity, a flat in \( \mathbb{A}^{n+1} \) will be called vertical or non-vertical according as it is or is not parallel with the z-axis. The polar hyperplane to a point \((x,z)\) of \( \mathbb{A}^{n+1} \) has the equation \( \zeta + z = x'\xi' \), where \((\xi, \zeta)\) are variables in the space \( \mathbb{A}^{n+1}(\xi_1, \ldots, \xi_n, \zeta) \).

Let \( f(x) \) in \( C \) be a closed convex function. To each point
(x,z) in [C,f] let correspond the closed upper half-space \(\zeta \geq x'\xi - z\) bounded by the polar hyperplane to the point. The intersection of all these half-spaces for (x,z) in [C,f] is a closed convex set \([C,f]^*\) in \(A^{n+1}\). Since \(x'\xi - f(x) \geq x'\xi - z\) for all \((x,z) \in [C,f]\), it is sufficient to consider the half-spaces

\[\zeta \geq x'\xi - f(x), \quad x \in C. \]

Hence, \([C,f]^*\) is the set \([\Gamma, \varphi]\) for the function

\[\zeta = \varphi(\xi) = \sup_{x \in C} (x'\xi - f(x))\]

defined in the projection \(\Gamma\) in the \(\zeta\)-direction of \([C,f]^*\) on the hyperplane \(\zeta = 0\). This function is convex and closed since \([C,f]^*\) is convex and closed. A point \(\xi\) is in \(\Gamma\) if and only if the function \(x'\xi - f(x)\) is bounded above for \(x \in C\).

The set \([\Gamma, \varphi]\) may also be obtained from \([C,f]\) in a dual way. A non-vertical hyperplane has an equation of the form \(z = x'\xi - \zeta\) with \((x,z)\) variable. Its pole is the point \((\xi, \zeta)\). If and only if this hyperplane is a barrier to \([C,f]\), we have \(f(x) \geq x'\xi - \zeta\) for all \(x \in C\), that is \((\xi, \zeta) \in [\Gamma, \varphi]\). Thus, \([\Gamma, \varphi]\) is the set of the poles of all non-vertical barriers to \([C,f]\). Since there exist such barriers (Propositions 28 and 31), \([\Gamma, \varphi]\) is not empty.

If \(g(x)\) is a closed concave function defined in the convex set \(D\), let \([D, g]\) denote the closed convex set of all points \((x,z)\) in \(A^{n+1}\) such that \(x \in D\) and \(z \leq g(x)\). To a point \((x,z)\) in \([D,g]\) let correspond the closed lower half-space \(\zeta \leq x'\xi - z\) bounded by the polar hyperplane of the point. The intersection of all these half-spaces is the set \([\Delta, \psi]\) for the closed concave function.
\[ \zeta = \nu(\xi) = \inf_{x \in D} (x^T \xi - g(x)) \]

Defined in the set \( \Delta \) of all points \( \xi \) for which \( x^T \xi - g(x) \) is bounded below in \( D \). As in the convex case, \( [\Delta, \nu] \) is the set of the poles of all non-vertical barriers to \( [D, g] \).

**Definition:** Let \( f(x) \) in \( C \) be convex and closed. Then the closed convex function

\[ \phi(\xi) = \sup_{x \in C} (x^T \xi - f(x)) \]

defined in the set \( C \) of all points \( \xi \) for which \( x^T \xi - f(x) \) is bounded above for \( x \) in \( C \) is called the conjugate function of \( C, f(x) \).

Let \( g(x) \) in \( D \) be concave and closed. Then the closed concave function

\[ \nu(\xi) = \inf_{x \in D} (x^T \xi - g(x)) \]

defined in the set \( \Delta \) of all points \( \xi \) for which \( x^T \xi - g(x) \) is bounded below for \( x \) in \( D \) is called the conjugate function of \( D, g(x) \).

From what has been said it follows that equivalent definitions of the conjugate functions are

\[ \phi(\xi) = \sup_{(x, z) \in [C, f]} (x^T \xi - z), \quad \nu(\xi) = \inf_{(x, z) \in [D, g]} (-x^T \xi + z) \]

These show that \( \phi(\xi) \) is the support function of the point set \( [C, f] \) for the argument \( (\xi, -1) \) and that \( -\nu(\xi) \) is
the support function of \([D,g]\) for \((-\xi,1)\).

From the above remarks the following geometrical interpretations of the conjugates of convex and concave functions are immediately derived:

36. Let \(f(x)\) in \(C\) be convex (or concave) and closed, and let \(\varphi(\xi)\) in \(\Gamma\) be its conjugate. Then \(\Gamma\) consists of all \(\xi\) such that \([C,f]\) is bounded in the direction of the vector \((\xi,-1)\) (or \((-\xi,1)\)), and \(-\varphi(\xi)\) is the \(z\)-intercept of the supporting hyperplane of \([C,f]\) with the normal vector \((\xi,-1)\) (or \((-\xi,1)\)).

As already mentioned, the correspondence defined above between closed convex or concave functions is involutory:

37. If \(\varphi(\xi)\) in \(\Gamma\) is the conjugate of the closed convex (or concave) function \(f(x)\) in \(C\), then \(f(x)\) in \(C\) is the conjugate of \(\varphi(\xi)\) in \(\Gamma\).

Let \(f^*(x)\) in \(C^*\) be the conjugate of \(\varphi(\xi)\), \(\Gamma\). From the preceding statements it follows that \([C^*,f^*]\) is the intersection of all supports to \([C,f]\) whose bounding hyperplanes are non-vertical. Thus the statement \([C^*,f^*] = [C,f]\) follows from the

**LEMMA:** A closed convex set \(M\) in \(A^{n+1}\) having supports bounded by non-vertical hyperplanes is the intersection of all these supports.
Since $M$ is the intersection of all its supports, the statement is that the supports bounded by vertical hyperplanes may be omitted without changing the intersection. A point $(\xi^0, \zeta_0)$ not in $M$ is outside some bound or support of $M$. It has to be shown that there is such a bound or support bounded by a non-vertical hyperplane. Let $H$ be a barrier of $M$ such that $(\xi^0, \zeta_0)$ is separated from $M$ by $H$ but $(\xi^0, \zeta_0)$ is not on $H$. If $H$ is non-vertical there is nothing to prove. Suppose $H$ is vertical and let $H'$ be a non-vertical barrier of $M$. The hyperplanes $H$ and $H'$ divide the space $A^{n+1}$ into four wedges, one of which contains $M$ but not $(\xi^0, \zeta_0)$. Now turn $H$ about the intersection of $H$ and $H'$ away from the wedge containing $M$, but so little that $H$ remains in the wedges adjacent to that wedge containing $M$ and that $(\xi^0, \zeta_0)$ is still separated from $M$. The hyperplane obtained bounds a bound or support with the required properties.

38. Let $f(x)$ in $C$ and $\varphi(\xi)$ in $\mathcal{F}$ be conjugate closed convex functions. Then

$$x' \xi \leq f(x) + \varphi(\xi) \quad \text{for } x \in C, \xi \in \mathcal{F}.$$ 

To every $x \in C$ for which $f'(x, y)$ is finite for all $y$ for which it is defined, there is at least one $\xi \in \mathcal{F}$ such that equality is valid, and dually. For concave functions the inequality is reversed.

The inequality follows immediately from the definition of the conjugate function. The statement concerning the equality sign is a consequence of Propositions 31 and 36.
In general there is no simple relation between the properties of the domains $C$ and $\Gamma$ of two conjugate functions. To a point $x$ in $C$ correspond all points $\xi$ of $\Gamma$ with the property that through the point $(x,f(x))$ there is a supporting hyperplane to $[C,f]$ with the normal direction $(\xi,-1)$, and dually. Thus, the correspondence between the sets depends strongly on the behavior of the function $f(x)$. But there is one very simple direct relation between $C$ and $\Gamma$ which will play a role in the following:

If one of the sets is bounded in the direction $\eta$, the asymptotic cone of the other one contains the ray with the direction $\eta$.

This is seen in the following way: Suppose that $C$ is bounded in the direction $\eta$. Then $[C,f]$ is bounded in the direction $(\eta,0)$ and like every set $[C,f]$, in some direction $(\xi,-1)$. Since the directions in which a set is bounded form a convex cone, $[C,f]$ is bounded in all directions $(\xi + \rho \eta, -1)$, $\rho \geq 0$. Hence $\Gamma$ contains the half-line $\xi + \rho \eta$, $\rho \geq 0$.

In the remaining part of this section, only convex functions are considered. The corresponding results for concave functions are obtained by rather obvious changes following from the fact that $C$, $-f$ and $-\Gamma$, $-\varphi$ are conjugate if $C$, $f$ and $\Gamma$, $\varphi$ are conjugate. More generally:

39. Let $f(x)$ in $C$ be a closed convex function and $\varphi(\xi)$ in $\Gamma$ its conjugate function. Then for any real $\lambda \neq 0$, the conjugate function of $\lambda f(x)$ in $C$ is $\lambda \varphi(\xi)$ in $\lambda C$.

This follows from the relations
\[
\sup_{x \in C} (x' \xi - \lambda f(x)) = \lambda \sup_{x \in C} (\frac{x' \xi}{\lambda} - f(x)),
\]
for \( \lambda > 0 \), \( \xi \in \lambda \Gamma \) and
\[
\sup_{x \in C} (x' \xi - \lambda f(x)) = \lambda \inf_{x \in C} (\frac{x' \xi}{\lambda} - f(x)),
\]
for \( \lambda < 0 \), \( \xi \in \lambda \Gamma \).

Other obvious consequences of the definition of conjugate functions are the following:

40. Let \( f(x) \) in \( C \) be a closed convex function and \( \varphi(\xi) \) in \( \Gamma \) its conjugate function. Then the conjugate function of \( f(x) + k \) in \( C \), \( k \) a constant, is \( \varphi(\xi) - k \) in \( \Gamma \). The conjugate function of \( f(x-v) \) in \( C + v \), \( v \) a constant vector, is \( \varphi(\xi) + v' \xi \) in \( \Gamma \).

The first statement is clear and the second follows from

\[
\sup_{x \in C + v} (x' \xi - f(x-v)) = \sup_{x-v \in C} ((x-v)' \xi - f(x-v) + v' \xi).
\]

Now let \( f_1(x) \) in \( C_1 \) and \( f_2(x) \) in \( C_2 \) be closed convex functions, where \( C_1 \) and \( C_2 \) have points in common. Then \( f_1(x) + f_2(x) \) is a convex function defined in \( C_1 \cap C_2 \). It is easily seen that this function is closed. To prove it, let \( y \) be a relative boundary point of \( C_1 \cap C_2 \). If \( y \in C_1 \cap C_2 \), we have \( f_1(x) \rightarrow f_1(y) \), \( f_2(x) \rightarrow f_2(y) \) as \( x \) approaches \( y \) on any segment in \( C_1 \cap C_2 \) (Proposition 25).
Hence \( f_1(x) + f_2(x) \rightarrow f_1(y) + f_2(y) \) under the same condition. This implies that
\[
\lim_{x \to y} (f_1(x) + f_2(x)) < \infty
\]
as \( x \) approaches \( y \) arbitrarily and (again by Proposition 26) that this \( \lim \) is \( f_1(y) + f_2(y) \). If \( y \) is not in \( C_1 \cap C_2 \), we have either \( f_1(x) \rightarrow \infty \) or \( f_2(x) \rightarrow \infty \) as \( x \rightarrow y \), and hence \( f_1(x) + f_2(x) \rightarrow \infty \), since \( f_1 \) and \( f_2 \) are bounded below in a neighborhood of \( y \).

41. Let \( f_1(x) \) in \( C_1 \) and \( f_2(x) \) in \( C_2 \) be closed convex functions with the conjugates \( \varphi_1(\xi) \) in \( \Gamma_1 \) and \( \varphi_2(\xi) \) in \( \Gamma_2 \). Assume that \( C_1 \cap C_2 \) is not empty. Denote by \( \varphi(\xi) \) in \( \Gamma \) the conjugate of the function \( f_1(x) + f_2(x) \) in \( C_1 \cap C_2 \). Then

\[
(*) \quad [\Gamma, \varphi] = [\Gamma_1, \varphi_1] + [\Gamma_2, \varphi_2],
\]

\[
\Gamma_1 + \Gamma_2 \subset \Gamma \subset \Gamma_1 + \Gamma_2,
\]

and, for \( \xi \) in the relative interior of \( \Gamma_1 + \Gamma_2 \)

\[
\varphi(\xi) = \inf_{\xi^1 \in \Gamma_1, \xi^2 \in \Gamma_2} (\varphi_1(\xi^1) + \varphi_2(\xi^2)).
\]

To prove the first statement, it will be shown that the conjugate of the function \( \varphi \) on the set \( \Gamma \) defined by

\[(*) \quad f_1(x) + f_2(x) \quad \text{in} \quad C_1 \cap C_2.\]

According to an observation made in connection with the definition of the conjugate function, \( f_1(x) \) and \( f_2(x) \) are the support functions of
the sets \([\mathcal{F}_1, \mathcal{F}_2]\) and \([\mathcal{G}_1, \mathcal{G}_2]\) with \((x, -1)\) as argument. Now, the set \([\mathcal{F}_1, \mathcal{F}_2] + [\mathcal{G}_1, \mathcal{G}_2]\), and therefore its closure, is bounded in all directions \((x, -1)\) in which both \([\mathcal{F}_1, \mathcal{F}_2]\) and \([\mathcal{G}_2, \mathcal{G}_2]\) are bounded, and conversely. Hence, the support function of \([\mathcal{F}_1, \mathcal{F}_2] + [\mathcal{G}_1, \mathcal{G}_2]\) taken for \((x, -1)\) is defined in \(C_1 \cap C_2\), and equals \(f_1(x) + f_2(x)\) (see the end of Section 1 of this Chapter). The two last statements of 41 follow from the fact that \([\mathcal{F}_1, \mathcal{F}_2] + [\mathcal{G}_1, \mathcal{G}_2]\) consists of all points \((\xi, \zeta)\) for which \(\xi = \xi_1 + \xi_2, \xi_1 \in \mathcal{F}_1, \xi_2 \in \mathcal{G}_2\) and \(\zeta = \zeta_1 + \zeta_2, \zeta_1 \geq \varphi_1(\xi_1), \zeta_2 \geq \varphi_2(\xi_2)\).

For the application of this result which will be made in Section 6 it is important to have sufficient conditions in order that the inf in the statement of Proposition 41 may be replaced by \(\min\). This may obviously be done if \([\mathcal{F}_1, \mathcal{F}_2] + [\mathcal{G}_1, \mathcal{G}_2]\) is closed, which will be the case if \(C_1\) and \(C_2\) have points in common which are relative interior to both sets; that is, if \(C_1\) and \(C_2\) cannot be separated by a hyperplane of \(S(C_1 \cup C_2)\) in the sense of the Separation Theorem 28, Chapter II, Section 6. However, this condition is not necessary. Necessary and sufficient conditions in terms of \(C_1, f_1\) and \(C_2, f_2\) are rather complicated and will not be formulated here. To the extent that the question is of importance it will be discussed in Section 6 in a slightly different and more intuitive formulation.

Let \(C_\alpha, f_\alpha(x)\) where \(\alpha\) runs through any set, be closed convex functions. Let \(C \subseteq \bigcap_\alpha C_\alpha\) be the set of those points \(x\) at which \(\sup_\alpha f_\alpha(x)\) is finite and define \(f(x) = \sup_\alpha f_\alpha(x)\) for \(x \in C\). According to Proposition 7, \(C\) is convex, and \(f(x)\) is a convex function in \(C\). This follows also from the relation

\([C, f] = \bigcap_\alpha [C_\alpha, f_\alpha]\).
which shows in addition that \( f(x) \) is closed in \( C \).

42. Let \( C_\alpha \), \( f_\alpha(x) \) be closed convex functions and \( \Gamma_\alpha \), \( \varphi_\alpha(x) \) their conjugates. Assume that the set \( C \) in which \( \sup \alpha f_\alpha(x) \) < \( \infty \) is not empty and put \( f(x) = \sup \alpha f_\alpha(x) \) for \( x \in C \). Denote by \( \varphi \), \( \varphi(\xi) \) the conjugate of \( C, f(x) \). Then

\[
[\Gamma, \varphi] = \left\{ \bigcup \alpha \Gamma_\alpha, \{ \varphi_\alpha \} \right\},
\]

\[
\{ \bigcup \alpha \Gamma_\alpha \} \subset \Gamma \subset \left\{ \bigcup \alpha \Gamma_\alpha \right\},
\]

and, for \( \xi \) in the relative interior of \( \{ \bigcup \alpha \Gamma_\alpha \} \),

\[
\varphi(\xi) = \inf \sum_{1=0}^{n} \lambda_1 \varphi_\alpha(\xi_1),
\]

where

\[
\sum_{1=0}^{n} \lambda_1 \xi_1 \in \Gamma_\alpha \quad \lambda_1 \geq 0, \quad \sum_{1=0}^{n} \lambda_1 = 1, \quad \sum_{1=0}^{n} \lambda_1 \xi_1 = \xi;
\]

that is, for a given \( \xi \) the inf has to be taken over all representations of \( \xi \) as a centroid of \( n + 1 \) points taken from any \( n + 1 \) of the sets \( \Gamma_\alpha \).

First observe that \( [C, f] = \bigcap \alpha [C_\alpha, f_\alpha] \). Thus the polar hyperplanes of the points of \( [C, f] \) are on the one hand the non-vertical barriers of \( [\Gamma, \varphi] \) and on the other hand the common non-vertical barriers of the sets \( [\Gamma_\alpha, \varphi_\alpha] \). Hence, the sets \( [\Gamma, \varphi] \) and \( \bigcup \alpha [\Gamma_\alpha, \varphi_\alpha] \) have the same supports bounded by non-vertical hyperplanes. From the above Lemma it now follows that \( [\Gamma, \varphi] \) is the closure of the convex hull of \( \bigcup \alpha [\Gamma_\alpha, \varphi_\alpha] \). From Proposition 6, Chapter II, Section 2,
we have that every point \((\xi, \zeta)\) of \(\{ \bigcup \{ \Gamma, \varphi \} \}^3\) is a centroid of at most \(n + 2\) points \((\xi^1, \zeta^1), \xi^1 \in \Gamma^1, \zeta^1 \neq \varphi^1(\xi^1), \quad i = 0, 1, \ldots, n + 1\). Thus

\[
\xi = \sum_{i=0}^{n+1} \lambda_i \xi^1, \quad \zeta \geq \sum_{i=0}^{n+1} \lambda_i \varphi^1(\xi^1),
\]

with \(\lambda_i \geq 0, \sum_{i=0}^{n+1} \lambda_i = 1\). This shows that \(\{ \bigcup \{ \Gamma \} \}^3 \subset \bigcap \{ \bigcup \{ \Gamma \} \}^3\) and that \(\varphi(\xi)\) is an inf of the form in 42, but where \(\xi\) is the centroid of \(n + 2\) points. That \(n + 2\) points are sufficient is seen in the following way: The \(n + 2\) points \((\xi^1, \zeta^1)\) are the vertices of a (possibly degenerate) simplex in \(A^{n+1}\). The vertical line through the point \((\xi, \zeta_0)\) intersects the simplex in a segment containing this point. That point \((\xi, \zeta_{\min})\) of this segment for which \(\zeta\) is minimum is on some face of the simplex and, hence is a centroid of at most \(n + 1\) of the points \((\xi^1, \zeta^1)\). Since \(\zeta_{\min} \leq \zeta_0\), in the expression for \(\varphi(\xi)\) the original representation of \(\xi\) may be replaced by the new one as the centroid of \(n + 1\) points. This completes the proof of 42.

43. With the notations of 42 assume that the set \(C\) is bounded and that \(f(x) \geq a\) in \(C\), where \(a\) is a constant. Then if \(\varepsilon > 0\) is given, \(n + 1\) functions \(f^1(x), \quad i = 0, 1, \ldots, n\), may be chosen from the functions \(f^i(x)\) such that

\[
\sum_{i=0}^{n} \lambda_i f^1(x) > a - \varepsilon, \quad x \in \bigcap \bigcup \{ a_i \}^1,
\]

for suitable \(\lambda_i \geq 0, \sum_{i=0}^{n} \lambda_i = 1\).
Since \([C,f]\) is closed, \(C\) is bounded, and \(f\) is bounded below, it follows that \(f(x)\) has a minimum \(z_0\). Then \(z = z_0\) is a supporting hyperplane of \([C,f]\), and so \(\varphi(0) = -z_0\). The assumption that \(C\) is bounded implies further that \(\mathcal{I}\) is the whole \(\xi\)-space and that consequently, \(\mathcal{I} = \{\cup_{\alpha} \mathcal{I}_\alpha\}\). In particular, the expression for \(\varphi(\xi)\) in 42 may be applied for \(\xi = 0\), giving

\[
\varphi(0) = \inf \sum_{i=0}^{n} \lambda_i \varphi_{\alpha_1}(\xi^{\alpha_1}) = -z_0,
\]

where \(\xi^{\alpha_1} \in \mathcal{I}_{\alpha_1}\), \(\lambda_1 \geq 0\), \(\sum_{i=0}^{n} \lambda_i = 1\), \(\sum_{i=0}^{n} \lambda_i \xi^{\alpha_1} = 0\).

Hence there are \(n + 1\) points \(\xi^{\alpha_1} \in \mathcal{I}_{\alpha_1}\) and \(\lambda_1 \geq 0\), \(\sum_{i=0}^{n} \lambda_i = 1\) such that

\[
\sum_{i=0}^{n} \lambda_i \xi^{\alpha_1} = 0, \quad \sum_{i=0}^{n} \lambda_i \varphi_{\alpha_1}(\xi^{\alpha_1}) < -z_0 + \varepsilon.
\]

For the corresponding functions \(f_{\alpha_1}(x), x \in \bigcap_{\alpha} \mathcal{I}_{\alpha_1}\), Proposition 38 gives

\[
\sum_{i=0}^{n} \lambda_i f_{\alpha_1}(x) \geq \sum_{i=0}^{n} \lambda_i \xi^{\alpha_1} - \sum_{i=0}^{n} \lambda_i \varphi_{\alpha_1}(\xi^{\alpha_1}) > z_0 - \varepsilon \geq a - \varepsilon,
\]

which is the desired result.

If closed convex functions \(C_\alpha, f_\alpha(x)\) are given, the question arises under which conditions \(f(x) = \sup_\alpha f_\alpha(x)\) does exist, i.e. is finite for some \(x\). This is the case if and only if the sets \([C_\alpha, f_\alpha]\) have a common point, which in turn is the case if and only if the sets \([\mathcal{I}_\alpha, \varphi_\alpha]\) have
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a common non-vertical barrier. There will be such a common non-vertical barrier if \( \{ \cup [\Gamma, \mathcal{P}_\alpha] \} \) is not the whole space \( A^{n+1} \) while \( \{ \cup \Gamma \} \) is the whole \( A^n \), i.e., if \( \{ \cup \Gamma \} \) has no barrier. The latter part of the condition is satisfied if the asymptotic cones \( A_0(C_\alpha) \) of the sets \( C_\alpha \) have no common ray, for the existence of a common barrier to the sets \( \Gamma_\alpha \) implies the existence of a common ray of the cones \( A_0(C_\alpha) \). (Compare the remark following 38.) To ensure that \( \{ \cup [\Gamma, \mathcal{P}_\alpha] \} \) is not the whole space it is sufficient to assume that there is a fixed hyperplane \( z = x^t \xi^0 - \zeta_0 \) such that any \( n + 1 \) of the sets \([C_\alpha, f_\alpha]\) have a common point below this hyperplane. Then the point \((\xi^0, \zeta_0)\) cannot belong to \( \{ \cup [\Gamma, \mathcal{P}_\alpha] \} \). If it did, it would be the centroid of \( n + 1 \) points \((\xi^1_i, \zeta^1_i)\) taken from certain \( n + 1 \) sets \([\Gamma^1, \mathcal{P}^1_\alpha], i = 0, 1, \ldots, n\). In other words there would be numbers \( \lambda^i = 0, \sum_{i=0}^n \lambda^i = 1 \), such that

\[
\xi^0 = \sum_{i=0}^n \lambda^i \xi^1_i, \quad \zeta^0 = \sum_{i=0}^n \lambda^i \zeta^1_i > \sum_{i=0}^n \lambda^i \mathcal{P}^1_\alpha(\xi^1_i).
\]

From 42 applied to the \( n + 1 \) functions \( C^1_\alpha, f^1_\alpha(x) \), \( i = 0, 1, \ldots, n \), it would now follow that \( z = x^t \xi^0 - \zeta_0 \) is a barrier to \( \bigcap [C_\alpha, f_\alpha] \) which contradicts the assumption. Thus the following theorem is proved:

44. Let \( f_\alpha \) in \( C_\alpha \) be closed convex functions. Assume that the asymptotic cones of the sets \( C_\alpha \) have no common ray and that there is a fixed non-vertical hyperplane below which any \( n + 1 \) of the sets \([C_\alpha, f_\alpha]\) have at least one point in common. Then all the sets \([C_\alpha, f_\alpha]\) have
a common point, and \( \sup f_\alpha(x) \) is finite for at least one \( x \).

In the special case where all \( f_\alpha \) are identically zero (and hence the sets \( C_\alpha \) are closed) the existence of a hyperplane with the required property is obvious (any hyperplane \( z = z_0 > 0 \) will suffice) and \( 44 \) becomes Helly's Theorem:

45. Let \( C_\alpha \) be closed convex sets in \( \mathbb{R}^n \). Assume that the asymptotic cones of the sets \( C_\alpha \) have no common ray and that any \( n + 1 \) of the sets have a common point. Then all sets have a common point.

Obviously the assumption that the asymptotic cones of the \( C_\alpha \) have no common ray may be replaced by the usual one: There are sets among the \( C_\alpha \) which have a non-empty, bounded intersection.

Finally some special cases and applications of conjugate convex functions will be mentioned.

Let \( f(x) \) be identically zero in a closed convex set \( C \). The conjugate function

\[
\varphi(\xi) = \sup_{x \in C} x^T \xi = h_C(\xi)
\]

is the support function of \( C \), and \( \Gamma \) is the cone of those directions \( \xi \) in which \( C \) is bounded. This implies that every support function is closed. Conversely, let \( \varphi(\xi) \) be defined, positively homogeneous, convex, and closed in a convex cone \( \Gamma \). Then \([\Gamma, \varphi]\) is a cone with the origin as vertex, and hence all non-vertical supporting hyperplanes to \([\Gamma, \varphi]\) pass through the origin. This means that the
conjugate $f(x)$ of $\varphi(\xi)$ is identically zero in some convex set $C$ (which must be closed since $f(x)$ is closed in $C$). Hence

46. A function $\varphi(\xi)$ defined in a convex cone $\mathcal{C}$ is the support function of some point set if and only if it is positively homogeneous, convex, and closed in $\mathcal{C}$.

In the particular case $f_\alpha(x) = 0$ the $\varphi(\xi)$ of Proposition 42 is the support function of the intersection $C = \bigcap C_\alpha$ expressed in terms of the support functions $\varphi_\alpha(\xi)$ of the sets $C_\alpha$. Because of the homogeneity of the functions $\varphi_\alpha$, the expression may here be written

$$h_C(\xi) = \inf_{\alpha \leq 0} \sum_{i=0}^n h_{C_\alpha}(\xi_\alpha^i),$$

where $\xi_\alpha^i \in \mathcal{C}_\alpha$, $\sum_{i=0}^n \xi_\alpha^i = \xi$; that is, the $\inf$ has to be taken over all representations of $\xi$ as a sum of $n+1$ points taken from any $n+1$ of the sets $\mathcal{C}_\alpha$.

Consider again an arbitrary convex function $f(x)$ closed in a convex set $C$. Denote its conjugate by $\mathcal{C}, \varphi(\xi)$. The supporting hyperplane $z = x' \xi^O - \varphi(\xi^O)$ to $[C,f]$ with normal direction $(\xi^O,-1)$, $\xi^O \in \mathcal{C}$, intersects $[C,f]$ in a (possibly empty) closed convex set. Let $C(\xi^O)$ denote the projection of this set on the hyperplane $z = 0$. Thus, $x$ is in $C(\xi^O)$ if and only if $(x,f(x))$ is in the hyperplane $z = x' \xi^O - \varphi(\xi^O)$; that is, if

$$f(x) = x' \xi^O - \varphi(\xi^O).$$

Interpreted dually, $x$ is in $C(\xi^O)$ if and only if there is
a supporting hyperplane to \([\Gamma, \varphi]\) having normal direction \((x, -1)\) and passing through \((\xi^0, \varphi(\xi^0))\). In particular, \(C(\xi^0)\) is empty if and only if there is no non-vertical supporting hyperplane to \([\Gamma, \varphi]\) through \((\xi^0, \varphi(\xi^0))\). This is the case only if \(\xi^0\) is a relative boundary point of \(\Gamma\) at which the directional derivative \(\varphi'(\xi^0; \eta)\) is infinite. Dually, to a given \(x^0 \in C\) there corresponds a subset of \(\Gamma\) with the analogous properties. This set will be denoted by \(\Gamma(x^0)\). Obviously, \(x^0 \in C(\xi^0)\) implies \(\xi^0 \in \Gamma(x^0)\), and conversely.

The directional derivative \(f'(x^0; y)\) as a function of \(y\) is convex but not necessarily closed in its domain \(P_{x^0}(C) - x^0\). But if it is not closed it may be made so by the unessential changes described in connection with Proposition 25. Then we may speak of its conjugate function, which is identically zero since \(f'(x^0; y)\) is positively homogeneous. To find the domain of the conjugate, consider first the convex function \(f(x^0) + f'(x^0; x-x^0)\), \(x \in P_{x^0}(C)\), or, if necessary, the function obtained by closing it. From Proposition 30 it follows that the conjugate of this function is the linear function

\[
\varphi(\xi) = x^0\xi - f(x^0), \quad \xi \in \Gamma(x^0).
\]

Application of Proposition 40 now shows that the conjugate of \(f'(x^0; y)\) (or of the function obtained by closing it) is defined in \(\Gamma(x^0)\).

Let \(x^0 \in C\) be such that \(f'(x^0; y)\) is finite. Denote by \(\mathcal{L}(f', x^0)\) the lineality of the cone \(M = [P_{x^0}(C) - x^0, f'(x; y)\]`; that is, the maximum number of linearly independent directions in which \(f(x)\) is differentiable at \(x^0\). Then
\[ \ell(f', x^o) + d(\Gamma(x^o)) = n, \]

where \(d(\Gamma(x^o))\) is the dimension of \(\Gamma(x^o)\). To prove this, observe that if the cone \(M\) is laid off from the point \((0,1)\), its normal cone \(M^*\) intersects the hyperplane \(z = 0\) in \(\Gamma(x^o)\). Hence \(d(M^*) = 1 + d(\Gamma(x^o))\) and, by the corollary to Theorem 5, Chapter I, Section 4, \(\ell(M) + d(M^*) = n + 1\).

Suppose now that \(C\) is open and that \(f(x)\) is differentiable in \(C\). Then for every \(x^o \in C\), \(\Gamma(x^o)\) consists of one point \(\xi^o\) whose coordinates are the partial derivatives of \(f\) at the point \(x^o\). Hence, there is a one-valued mapping \(x \rightarrow \xi\) of \(C\) onto \(\Gamma\) determined by

\[
(\ast) \quad \xi_i = \frac{\partial f}{\partial x_i}, \quad i = 1, 2, \ldots, n.
\]

If, moreover, \(\varphi(\xi)\) satisfies the same conditions as \(f(x)\), i.e. if \(f(x)\) is strictly convex, the mapping is one-to-one and, because of the involutory character of the conjugate relation, the inverse mapping must be given by \(x_i = \frac{\partial \varphi}{\partial \xi_i}\).

This leads to the following procedure for the computation of the conjugate of a smooth convex function: Let \(f(x)\) be strictly convex, closed, and differentiable in an open convex set \(C\). Then the domain \(\Gamma\) of the conjugate function \(\varphi\) is determined as the image of \(C\) by the mapping \((\ast)\). By solving \((\ast)\), the \(x_i\) are found as functions of the \(\xi_i\) and substituted in

\[
\varphi(\xi) = x^t \xi - f(x)
\]

to give \(\varphi\) in terms of \(\xi\).
6. A GENERALIZED PROGRAMMING PROBLEM

Let \( f(x) \) in \( C \) be a closed convex function and \( g(x) \) in \( D \) a closed concave function. Consider the following extremum problem:

**PROBLEM I:** To find a point \( x^0 \)
in \( C \cap D \) such that \( g(x) - f(x) \) as a function in \( C \cap D \) has a maximum at \( x^0 \).

If \( g(x) - f(x) \geq 0 \) in \( C \cap D \) this problem, stated geometrically, is to find the maximum vertical chord of the convex set \([C,f] \cap [D,g]\) in \( \mathbb{R}^{n+1} \). If \( f(x) \equiv 0 \) in \( C \), Problem I reduces to a programming problem, viz. to maximize \( g(x) \) under the condition \( x \in C \).

Denoting by \( \varphi(\xi) \) in \( \Gamma \) and \( \psi(\xi) \) in \( \Delta \) the conjugates of \( C, f(x) \) and \( D, g(x) \) respectively, consider the similar problem:

**PROBLEM II:** To find a point \( \xi^0 \)
in \( \Gamma \cap \Delta \) such that \( \varphi(\xi) - \psi(\xi) \) as a function in \( \Gamma \cap \Delta \) has a minimum at \( \xi^0 \).

If \( \varphi(\xi) - \psi(\xi) \geq 0 \) in \( \Gamma \cap \Delta \) this stated geometrically is to find the minimum vertical segment joining the sets \([\Gamma, \varphi]\) and \([\Delta, \psi]\) in \( \mathbb{R}^{n+1} \).

These two problems are connected by

47. Let the function \( f(x) \) in \( C \) be convex and closed, \( \varphi(\xi) \) in \( \Gamma \) its conjugate. Let further \( g(x) \) in \( D \) be concave and closed, \( \psi(\xi) \) in \( \Delta \) its
conjugate. If the sets $C \cap D$ and $\Gamma \cap \Delta$ are non-empty, then $g(x) - f(x)$ is bounded above, $\varphi(\xi) - \psi(\xi)$ is bounded below and if the origin is relative interior to one of the sets $C \cap D$ and $\Gamma^+(-\Delta)$, then

$$\sup_{x \in C \cap D} (g(x) - f(x)) = \inf_{\xi \in \Gamma \cap \Delta} (\varphi(\xi) - \psi(\xi)).$$

We shall give two proofs. The first and more formal proof is based on Proposition 41 applied to the functions $f$ and $-g$ (instead of $f_1$ and $f_2$). Let $\chi(\xi)$ be the conjugate of $f(x) + (-g(x))$ in $C \cap D$. From 41 and 39 it follows that $\chi(\xi)$ is defined in a set containing $\Gamma^+(-\Delta)$. Since $\Gamma$ and $\Delta$ have points in common, $\Gamma - \Delta$ contains the origin.

Hence, $\chi(0)$ is defined and, again by 41 and 39,

$$\chi(0) = \inf_{\begin{array}{c} \xi^1 \in \Gamma, \\
\xi^2 \in -\Delta, \\
\xi^1 + \xi^2 = 0 \end{array}} (\varphi(\xi^1) - \psi(-\xi^2))$$

$$= \inf_{\xi \in \Gamma \cap \Delta} (\varphi(\xi) - \psi(\xi)).$$

On the other hand, the very definition of the conjugate of $f(x) - g(x)$, taken for $\xi = 0$, yields

$$\chi(0) = \sup_{x \in C \cap D} (g(x) - f(x)).$$

This proves the statement.

A second proof, more geometrical and more elementary, is based on the interpretation given in Proposition 36 of the conjugate of a convex function. It does not give $\chi$ in its full generality but, on the other hand, it allows an intuitive discussion of the existence of the extremum values in question.
If \( \xi \in \Gamma \cap \Delta \), there exist supports \( z \geq x^T \xi - \varphi(\xi) \) and \( z \leq x^T \xi - \psi(\xi) \) of \([C,f] \) and \([D,g] \) respectively. Since \( -\varphi(\xi) \) and \( -\psi(\xi) \) are the \( z \)-intercepts of the supporting hyperplanes, \( \varphi(\xi) - \psi(\xi) \) is the vertical width of the strip bounded by these hyperplanes, taken with a sign in the usual way. Now, for \( \xi \in \Gamma \cap \Delta \),

\[
\begin{align*}
f(x) & \geq x^T \xi - \varphi(\xi), \quad x \in C, \\
g(x) & \leq x^T \xi - \psi(\xi), \quad x \in D,
\end{align*}
\]

which gives,

\[
g(x) - f(x) \leq \varphi(\xi) - \psi(\xi), \quad x \in C \cap D.
\]

(If \( g(x) - f(x) \geq 0 \) in \( C \cap D \), this simply means that \([C,f] \cap [D,g] \) is contained in the strip.) Hence, the left side is bounded above, the right side is bounded below, and

\[
(1) \quad \sup_{x \in C \cap D} (g(x) - f(x)) \leq \inf_{\xi \in \Gamma \cap \Delta} (\varphi(\xi) - \psi(\xi)).
\]

Denote by \( \mu \) the value of the left side of inequality (1). Then

\[
g(x) \leq f(x) + \mu, \quad x \in C \cap D.
\]

Thus, the only points \( (x,z) \) which are common to the sets \([D,g] \) and \([C,f+\mu] \), if any, are those for which \( z = g(x) = f(x) + \mu \). These points are obviously relative boundary points of both sets. Therefore, the Separation Theorem 28, Chapter II, Section 6 may be applied, and consequently, there is in the smallest flat \( S \) containing both sets a hyperplane \( h \) which separates \([D,g] \) and \([C,f+\mu] \).
in the sense of that theorem. The normals to $S$ through the
points of $h$ form a hyperplane $H$ of $\mathbb{A}^{n+1}$ with the follow-
ing properties: $H$ does not contain both sets, $[D,g]$ is con-
tained in one of the closed half-spaces bounded by $H$, and
$[C,f+\mu]$ is contained in the other closed half-space bound-
ed by $H$.

Suppose first that there is a non-vertical separating
hyperplane $h$ in $S$. Then $H$ too is non-vertical and its
equation is of the form $z = x^t \xi^0 - \zeta_0$. Now, the distance
of the two sets being zero, $H$ is a supporting hyperplane to
both $[D,g]$ and $[C,f+\mu]$, and thus, by Propositions 36
and 40,

\[ \zeta_0 = \eta(\xi^0) = \phi(\xi^0) - \mu. \]

Together with (1) this shows that $\min(\phi(\xi) - \eta(\xi))$ ex-
stists and that

\[ \sup_{x \in C \cap D} (f(x) - g(x)) = \min_{\xi \in \Gamma \cap \Delta} (\phi(\xi) - \eta(\xi)). \]

Suppose now that there is no non-vertical hyperplane
in $S$ which separates $[D,g]$ and $[C,f+\mu]$. Let $h$ be a
vertical separating hyperplane and denote by $h_0$ its inter-
section with $z = 0$. By projection parallel to the $z$-axis
$[D,g]$, $[C,f+\mu]$, and $h$ are projected into $D$, $C$, and $h_0$
respectively, and $h_0$ separates $C$ and $D$. This shows that
the present case occurs only if $C$ and $D$ have no points in
common which are relative interior to both sets. Hence, we may
conclude that if $C \cap D$ contains points relative interior to
both sets, the minimum problem has a solution and (2) is valid.

The preceding, together with the dual argument, leads
to the following theorem:
48. With the notations of 47 suppose that \( C \) and \( D \) have points in common which are relative interior to both sets and that \( \Gamma \) and \( \Delta \) satisfy the same condition. Then \( g(x) - f(x) \) has a maximum in \( C \cap D \), \( \varphi(\xi) - \psi(\xi) \) has a minimum in \( \Gamma \cap \Delta \), and

\[
\max_{x \in C \cap D} (g(x) - f(x)) = \min_{\xi \in \Gamma \cap \Delta} (\varphi(\xi) - \psi(\xi)).
\]

It may be mentioned without proof that if the directional derivatives \( f'(x; y) \) and \( g'(x; y) \) are uniformly bounded for \( x \in C \cap D \) and all \( y \) for which they are defined, there is a non-vertical hyperplane separating \([D; g]\) and \([C; f + \mu]\) even if \( C \) and \( D \) have no points in common which are relative interior to both sets. Hence, if this condition and the corresponding condition for \( \varphi \) and \( \psi \) are satisfied, the conclusions of 48 are valid.

A continuous function whose domain is closed and can be divided into finitely many subsets in each of which the function is linear, will be called a piecewise linear function. Observe that if such a function is bounded above (below), it has a maximum (minimum) since it cannot approach its least upper (greatest lower) bound asymptotically. Consequently, if the functions \( f, \xi \) and, thus, \( \varphi, \psi \) are piecewise linear, and if the assumptions of Proposition 47 are made, the conclusions of 48 hold.

From the definitions of the conjugate functions it is clear that Proposition 47 is equivalent to either of the two following statements:

49. Under the assumptions of 47
\[
\inf_{\xi \in \Gamma \cap \Delta} \sup_{x \in C} (x' \xi - f(x) - \nu(\xi)) = \sup_{x \in C \cap D} \inf_{\xi \in \Delta} (x' \xi - f(x) - \nu(\xi)),
\]

and

\[
\sup_{x \in C \cap D} \inf_{\xi \in \Delta} (\varphi(\xi) + g(x) - x' \xi) = \inf_{\xi \in \Gamma \cap \Delta} \sup_{x \in D} (\varphi(\xi) + g(x) - x' \xi).
\]

If Problems I and II have solutions, as is the case under the assumptions of 48 or if the functions involved are piecewise linear, the outer inf and sup in the immediately preceding equations may be replaced by min and max respectively.

The pair of Problems I and II is equivalent to each of the two following saddle value problems:

**PROBLEM III**: Let \( f(x) \) be convex and closed in \( C \) and let \( \nu(\xi) \) be concave and closed in \( \Delta \). Put

\[
F(x, \xi) = x' \xi - f(x) - \nu(\xi).
\]

To find an \( x^0 \in C \) and a \( \xi^0 \in \Delta \) such that

\[
F(x, \xi^0) \leq F(x^0, \xi^0) \leq F(x^0, \xi)
\]

for all \( x \in C \) and all \( \xi \in \Delta \).

**PROBLEM III'**: Let \( g(x) \) be concave and closed in \( D \) and let \( \varphi(\xi) \) be convex.
and closed in \( \Gamma \). Put

\[
\phi(\xi, x) = \phi(\xi) + g(x) - x'\xi.
\]

To find an \( x^0 \in D \) and a \( \xi^0 \in \Gamma \) such that

\[
\phi(\xi, x^0) \geq \phi(\xi^0, x^0) \geq \phi(\xi^0, x)
\]

for all \( \xi \in \Gamma \) and all \( x \in D \).

Consider Problem III. Denote the conjugates of \( C, f \) and \( \Delta, \psi \) by \( \Gamma, \phi \) and \( D, g \) respectively. From the definitions of the conjugate functions we have

\[
(3) \quad F(x, \xi) \leq \phi(\xi) - \psi(\xi)
\]

for \( x \in C, \xi \in \Gamma \cap \Delta \), and

\[
(4) \quad F(x, \xi) \geq g(x) - f(x)
\]

for \( x \in C \cap D, \xi \in \Delta \).

Suppose Problem I has a solution \( x^0 \in C \cap D \) and Problem II has a solution \( \xi^0 \in \Gamma \cap \Delta \). Put

\[
g(x^0) - f(x^0) = \phi(\xi^0) - \psi(\xi^0) = \mu.
\]

Then (3) and (4) give

\[
F(x, \xi^0) \leq \mu, \quad x \in C,
\]

\[
F(x^0, \xi) \geq \mu, \quad \xi \in \Delta.
\]

Hence, \( F(x^0, \xi^0) = \mu \) and
\[ F(x, \xi^o) \leq F(x^o, \xi^o) \leq F(x^o, \xi) \]

for \( x \in C, \xi \in \Delta \).

Suppose now Problem III has a solution \( x^o \in C, \xi^o \in \Delta \). From \( F(x, \xi^o) \leq F(x^o, \xi^o) \) for \( x \in C \) it follows that \( x^t \xi^o - f(x) \) attains a maximum at \( x^o \). This implies that \( \xi^o \in \Gamma \) and that the maximum value is \( \phi(\xi^o) \). Hence,

\[ F(x^o, \xi^o) = \phi(\xi^o) - \nu(\xi^o). \]

Analogously, \( F(x^o, \xi) \leq F(x^o, \xi^o) \) for \( \xi \in \Delta \) yields \( x^o \in D \) and

\[ F(x^o, \xi^o) = g(x^o) - f(x^o). \]

Now, by (3) and (4)

\[ g(x) - f(x) \leq g(x^o) - f(x^o) = \phi(\xi^o) - \nu(\xi^o) \leq \phi(\xi) - \nu(\xi) \]

for \( x \in C \cap D, \xi \in \Gamma \cap \Delta \), which shows that \( x^o \) and \( \xi^o \) are solutions of I and II respectively.

By interchanging the roles of \( f \) and \( \phi \) and of \( \nu \) and \( g \) it is immediately seen that Problem III also is equivalent with the pair of Problems I and II.

The main theorem of the theory of the theory of the zero-sum two-person game is a particular case of 49.

Let \( A \) be a given \( m \) by \( n \) matrix. Let \( C \) denote the set of all points \( x \) for which \( x \geq 0, \sum_{j=1}^{n} x_j = 1 \) and define \( f(x) = 0 \) in \( C \). Let \( \Delta \) be the set of all points \( \xi = A' u, u \geq 0, \sum_{i=1}^{m} u_i = 1 \), and define \( \nu(\xi) = 0 \) in \( \Delta \).

Then

\[ x^t \xi - f(x) - \nu(\xi) = u'Ax \]
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for \( x \geq 0, \ \sum_{j=1}^{n} x_j = 1, \ u \geq 0, \ \sum_{i=1}^{m} u_i = 1, \) and both \( \Gamma \) and \( D \) are the whole n-space since \( C \) and \( \Delta \) are bounded. Hence, 49 yields

\[
\min_{\xi \in \Delta} \max_{x \in C} u'Ax = \max_{x \in C} \min_{\xi \in \Delta} u'Ax.
\]

The existence of the extreme values is obvious in this case.

Let \( A \) be an \( m \) by \( n \) matrix, \( b \) an \( m \)-dimensional vector, and \( c \) an \( n \)-dimensional vector. A pair of basic, mutually dual, linear programming problems is:

1) to find the maximum of \( c'x \) subject to the conditions \( x \geq 0, \ Ax \leq b; \)

2) to find the minimum of \( b'u \) subject to the conditions \( u \geq 0, \ A'u \geq c. \)

If \( Ax \leq b \) for some \( x \geq 0 \) and \( A'u \geq c \) for some \( u \geq 0, \) both problems have solutions and \( \max c'x = \min b'u. \)

To show that this is a particular case of the preceding results suppose first that \( m = n \) and that \( A \) is non-singular. Define \( C \) to be the set of all \( x \) satisfying \( Ax \leq b \) and put \( f(x) = 0 \) in \( C. \) Define \( D \) to be the positive orthant \( x \geq 0 \) and put \( g(x) = c'x \) in \( D. \) Then Problem I reduces to the linear programming Problem 1. To determine the conjugate functions \( \Gamma, \phi(\xi) \) and \( \Delta, \psi(\xi) \) introduce a parameter vector \( u \) by \( u = A^{-1} \xi. \) Then

\[
\phi(\xi) = \sup_{Ax \leq b} \xi'x = \sup_{Ax \leq b} u'Ax.
\]

Since \( Ax \) assumes any value less than or equal to \( b \) as \( x \) varies in \( C, \) \( u'Ax \) is bounded above if and only if \( u \geq 0. \) Thus, \( \Gamma \) is the set of all \( \xi = A'u, \ u \geq 0 \) and \( \phi(\xi) = u'b. \)
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Further
\[ \varphi(\xi) = \inf_{x \geq 0} (\xi - c)'x \]
where the right side is finite (then having the value zero) if and only if \( \xi \geq c \). Thus, \( \Delta \) is the set of all \( \xi = A'u \geq c \) and \( \varphi(\xi) = 0 \) in \( \Delta \). This shows that Problem II reduces to the linear Problem 2.

The general case where \( A \) is arbitrary rectangular may be reduced to the case just considered in the following way. Denote by \( E_1 \) the 1 by 1 identity matrix. Instead of \( A \) consider the non-singular \( m + n \) by \( m + n \) matrix
\[
\begin{pmatrix}
A & E_m \\
-E_n & 0
\end{pmatrix}
\]
Complete the vectors \( b, c, x, \xi, u \) to \((m+n)\)-dimensional vectors \((b_0), (c_0), (x_0), (\xi_0), (u_0)\). Then the two linear problems take the forms: 1) to maximize \( c'x \) subject to the conditions
\[
\begin{pmatrix}
A & E_m \\
-E_n & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} \leq \begin{pmatrix} b \\ 0 \end{pmatrix}, \begin{pmatrix} x \\ y \end{pmatrix} \geq 0,
\]
which can be written \( Ax + y \leq b, \ x \geq 0, \ y \geq 0 \); 2) to minimize \( b'u \) subject to the conditions
\[
\begin{pmatrix}
A' - E_n \\
E_m & 0
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix} \geq \begin{pmatrix} c \\ 0 \end{pmatrix}, \begin{pmatrix} u \\ v \end{pmatrix} \geq 0,
\]
or \( A'u - v \geq c \), \( u \geq 0, \ v \geq 0 \). Since \( c'x \) and \( b'u \) do not depend on \( y \) and \( v \) respectively, these problems are equivalent with the original Problems 1 and 2. For, if \( x^0, y^0 \) and \( u^0, v^0 \) are solutions of the new problems, \( x^0 \) and \( u^0 \) solve
l and 2; and if \( x^0 \) and \( u^0 \) are solutions of the latter problems, \( x^0, y^0 \) and \( u^0, v^0 \) solve the new ones for arbitrary \( y^0 \) and \( v^0 \) satisfying \( 0 \leq y^0 \leq b-Ax^0 \), \( 0 \leq v^0 \leq A'u^0 - c \).

Since the functions occurring here are piecewise linear, the assumptions of 47 guarantee the existence of the two extreme values. These assumptions take here the following form: there exist \( x \geq 0, y \geq 0 \) satisfying \( Ax + y \leq b \) and there exist \( u \geq 0, v \geq 0 \) satisfying \( A'u - v \geq c \).

Obviously, it is sufficient to require the existence of at least one \( x \geq 0 \) such that \( Ax \leq b \) and of at least one \( u \geq 0 \) such that \( A'u \geq c \), for this \( x \) and this \( u \) together with \( y = 0 \) and \( v = 0 \) satisfy the stated conditions. Herewith the statement concerning the linear programming Problems 1 and 2 is completely proved.

7. THE LEVEL SETS OF A CONVEX FUNCTION

Consider an arbitrary real function \( \varphi(x) \) defined over a set \( D \) in \( \mathbb{R}^n \). For a given real number \( \tau \) the subset \( L_\tau \) of \( D \) consisting of those points \( x \) of \( D \) for which \( \varphi(x) \leq \tau \) will be called the level set of \( \varphi(x) \) for the level \( \tau \). Clearly, \( L_\tau \) is empty for \( \tau < \inf \varphi \), and \( L_\tau = D \) for \( \tau > \sup \varphi \). Therefore \( \tau \) will be restricted to the smallest interval \( \Omega \) containing the whole range of \( \varphi \). This interval may be finite or infinite, open, half open, or closed. To exclude the trivial case when \( \varphi(x) \) is a constant, it will be assumed that \( \Omega \) has interior points. In the following all numbers \( \tau, \tau_0, \ldots \) are supposed to belong to \( \Omega \). On observing that \( \varphi(x) \leq \tau_0 \) is equivalent to \( \varphi(x) \leq \tau \) for all \( \tau > \tau_0 \), it is immediately seen that the family of level sets \( L_\tau \) has the following properties:
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I. \[ \tau \in \Omega \quad L_\tau = D. \]

II. \( L_{\tau_1} \subseteq L_{\tau_2} \) if \( \tau_1 < \tau_2 \).

III. \( \bigcap_{\tau > \tau_0} L_\tau = L_{\tau_0}, \) and \( \tau \in \bigcap_{\tau \in \Omega} L_\tau \) is empty if \( \Omega \) is open to the left.

Conversely, given a set \( D \) in \( \mathbb{R}^n \) and a family of subsets \( L_\tau \) indexed by the real numbers of some interval and satisfying Conditions I-III, there is a function \( \varphi(x) \) defined over \( D \) for which the sets \( L_\tau \) are the level sets. To exhibit such a function define \( \varphi(x) = \inf_{L_\tau \ni x} \tau \). Then, \( \varphi(x) \) is finite for all \( x \in D \) because for every \( x \in D \) \( \inf_{L_\tau \ni x} \tau \leq \tau_0 \) and \( \tau \) is unbounded below, there is some \( L_\tau \) which does not contain \( x \). The level set corresponding to \( \tau_0 \) of this function consists of all \( x \) such that \( \inf_{L_\tau \ni x} \tau \leq \tau_0 \). Thus, \( x \in L_\tau \) for all \( \tau > \tau_0 \) and hence, by III, \( x \in L_\tau \).

A further consequence of III is that \( \varphi(x) = \min_{L_\tau \ni x} \tau \). This equation establishes a one-to-one correspondence between the functions \( \varphi(x) \) defined over \( D \) and the indexed families of subsets of \( D \) satisfying I - III.

It is well known that a function \( \varphi(x) \) with level sets \( L_\tau \) is lower semicontinuous if and only if for all \( \tau \in \Omega \):

IV. \( L_\tau \) is closed relative to \( D \).

The condition for upper semicontinuity:
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\( \bigcup_{\tau \leq \tau_0} L_{\tau} \) is open relative to \( D \),
will not be used explicitly.

Let \( t = F(\tau) \) be a strictly increasing continuous function defined for \( \tau \in \Omega \). Denote by \( W \) the range of \( F(\tau), \tau \in \Omega \), and let \( \tau = \varphi(t), t \in W \), be the inverse of \( F \). Then the family of sets \( K_t = L_{\varphi(t)}, t \in W \), is the family of level sets of the function \( f(x) = F(\varphi(x)) \) and satisfies Conditions I - IV if \( L_{\tau}, \tau \in \Omega \), does.

For the sake of brevity two families like \( L_{\tau} \) and \( K_t \) obtained from each other by a strictly increasing and continuous index transformation \( t = F(\tau) \) will be said to be transformable into each other.

The problem to be discussed in the following may now be formulated:

Under what conditions is a family of sets \( L_{\tau} \) satisfying I - IV transformable into the family of level sets of a convex function. To avoid inessential difficulties the domain \( D \) will henceforth be assumed to be convex and open.

An obvious necessary condition is:

V. \( L_{\tau} \) is convex for \( \tau \in \Omega \).

However, this condition is not sufficient. Call a function \( \varphi(x) \) defined over \( D \) quasi-convex if

\[
\varphi((1-\theta)x+\theta y) \leq \max (\varphi(x), \varphi(y))
\]

for \( 0 \leq \theta \leq 1 \) and all \( x \) and \( y \) in \( D \). The following
statement holds:

50. The level sets of a function \( \varphi(x) \),
\( x \in D \), are convex if and only if \( \varphi(x) \) is
quasi-convex.

To prove the necessity let \( x \) and \( y \) be arbitrary
points of \( D \) and define \( \tau = \max (\varphi(x), \varphi(y)) \). Then
\( x \in L_\tau \), \( y \in L_\tau \) and, since \( L_\tau \) is convex,
\((1-\theta)x + \theta y \in L_\tau \).
Hence \( \varphi((1-\theta)x + \theta y) \leq \tau \). To prove the sufficiency let \( L_\tau \)
be an arbitrary level set of \( \varphi(x) \). If \( x \in L_\tau \), \( y \in L_\tau \),
it follows that \( \varphi(x) \leq \tau \), \( \varphi(y) \leq \tau \). Because of the quasi-
convexity of \( \varphi(x) \), \( \varphi((1-\theta)x + \theta y) \leq \tau \), that is \((1-\theta)x + \theta y \in L_\tau \).

A family of subsets \( L_\tau \) of \( D \) satisfying \( I-V \),
that is the family of level sets of a lower semicontinuous, quasi-
convex function \( \varphi(x) \) defined over \( D \) with range \( \Omega \), is
briefly called a quasi-convex family. Suppose now \( L_\tau \)
is transformable into the family of level sets \( K_t \), \( t \in W \), of
a convex function \( f(x) = F(\varphi(x)) \), briefly called a convex
family. Then both \( f(x) \) and \( \varphi(x) \) are continuous. The inter-
val \( W \), the image of \( \Omega \) by \( t = F(\tau) \), is open to the
right since a convex function in an open domain has no maxi-
mum. Hence \( \Omega \) must have the same property. This implies in
particular that all sets \( L_\tau = K_t \) are proper subsets of \( D \).
If \( W \) is closed to the left, \( \Omega \) is closed to the left, and
conversely, and we have \( a = F(\alpha) \). Thus, with the notations
\( \alpha = \inf \varphi(x), \beta = \sup \varphi(x), a = \inf f(x), \) and
\( b = \sup f(x) \) where \( -\infty \leq \alpha < \beta \leq \infty \) and \( -\infty \leq a < b \leq \infty \),
\( W \) is \( a \leq \tau \leq b \), and \( \Omega \) is \( a \leq \tau < \beta \), where the
equalities can only occur simultaneously (and, of course, only
if \( a \) and \( \alpha \) are finite). The open intervals \( a < \tau < b \) and
\( \alpha < \tau < \beta \) are denoted by \( W_0 \) and \( \Omega_0 \) respectively.

A rather obvious necessary condition which a quasi-
convex family $L_{\tau}$ must satisfy in order that it be transformable into a convex family is

$$
\bigcup_{\tau < \tau_0} L_{\tau} = L_{\tau_0} \quad \text{for} \quad \tau_0 \in \Omega.
$$

This expresses the fact that a convex function cannot assume a constant value except possibly its minimum on a relatively open subset of its domain. This condition will not, however, be used explicitly. The further discussion of the problem stated above will be based on the following characterization of a convex family:

51. A quasi-convex family $K_t$, $t \in W$, is a convex family if and only if

$$
(*) \quad (1-\theta)K_{t_0} + \theta K_{t_1} \subseteq K_{t_\theta}
$$

where $0 \leq \theta \leq 1$, $t_0 \in W$, $t_1 \in W$, $t_\theta = (1-\theta)t_0 + \theta t_1$.

To prove this, suppose $K_t$ are the level sets of the convex function $f(x)$, $x \in D$. Let $x^\theta = (1-\theta)x^0 + \theta x^1$, where $x^0 \in K_{t_0}$, $x^1 \in K_{t_1}$, be an arbitrary point of $(1-\theta)K_{t_0} + \theta K_{t_1}$. Then

$$
f(x^\theta) \leq (1-\theta)f(x^0) + \theta f(x^1) \leq (1-\theta)t_0 + \theta t_1 = t_\theta.
$$

Hence $x^\theta \in K_{t_\theta}$. Conversely, let $(*)$ be satisfied and define $f(x) = \min_{K_t \ni x} t$. As mentioned above, this function has the level
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sets \( K_t \). Let \( x^0 \) and \( x^1 \) be arbitrary points of \( D \) and put \( f(x^0) = t_0, f(x^1) = t_1 \) and \( x^\theta = (1-\theta)x^0 + \theta x^1 \). Then \( x^0 \in K_{t_0}, x^1 \in K_{t_1} \), and \( x^\theta \in K_{t_\theta} \) because of (\(*\)). Hence

\[
f(x^\theta) = \min_{K_t \supset x^\theta} t \leq t_\theta = (1-\theta)f(x^0) + \theta f(x^1).
\]

This proves the statement.

Let \( M \) be a point set. As in Chapter II, Section 5, the cone with vertex at the origin consisting of all directions in which \( M \) is bounded will be denoted by \( B(M) \). The following rather obvious properties of cones \( B \) will be used: For any two point sets \( M, N \)

\[
B(M) \supset B(N) \quad \text{if} \quad M \subset N,
\]

\[
\lambda B(M) = B(\lambda M) \quad \text{for} \quad \lambda > 0,
\]

\[
B(M+N) = B(M) \cap B(N).
\]

For a quasi-convex family \( L_\tau, \tau \in \mathcal{K} \), transformable into a convex family:

VI. All sets \( L_\tau, \tau \in \mathcal{K} \), are bounded in the same directions, that is \( B = B(L_\omega), \tau \in \mathcal{K}_\omega \), is independent of \( \tau \). If \( L_\omega \) exists, \( B \subset B(L_\omega) \subset \overline{B} \).

Since this statement is invariant under index transformations, it suffices to prove it for a family \( K_t \) satisfying (\(*\)). Let \( t \in \mathcal{W}_0, t_1 \in \mathcal{W}_0, t_1 > t \), be given and choose \( t_0 < t \) in \( \mathcal{W} \). With \( \theta = (t-t_0)/(t_1-t_0) \) the relation (\(*\)) yields

\[
(1-\theta)K_{t_0} + \theta K_{t_1} \subset K_t.
\]
Hence, because \( K_{t_0} \subset K_t \subset K_{t_1} \),

\[
B(K_{t_1}) \subset B(K_t) \subset [B(K_{t_0}) \cap B(K_{t_1})] = B(K_{t_1}).
\]

Thus \( B(K_t) = B(K_{t_1}) \) which proves the statement.

If \( L_\alpha \) exists, \( B \subset B(L_\alpha) \) because \( L_\alpha \subset L_{\infty} \) for some \( \tau \in \bigcap_{\alpha} L_\alpha \). It only remains to prove that \( B(L_\alpha) \subset B \) when \( L_\alpha \) exists. Let \( \xi \neq 0 \) be in \( B(L_\alpha) \) and let \( H \) be the supporting hyperplane of \( L_\alpha \) with normal direction \( \xi \).

In \( L_\alpha \), there is some point \( p \) whose distance from \( H \) is less than a given \( \varepsilon > 0 \). Denote by \( H_\varepsilon \) the hyperplane parallel to \( H \) at distance \( \varepsilon \) which is separated from \( p \) by \( H \). In \( H_\varepsilon \), consider the \((n-1)\)-dimensional closed (solid) unit sphere \( \bar{U} \) whose center is the orthogonal projection of \( p \) on \( H_\varepsilon \). The compact set \( \bar{U} \) having a positive distance from \( L_\alpha \), there is by III some \( t > a \) such that \( K_t \) and \( \bar{U} \) are disjoint. By the Separation Theorem 28, Section 6, Chapter II, there is a hyperplane \( H' \) separating \( K_t \) and \( \bar{U} \). The normal vector \( \xi' \) of \( H' \) which is directed towards \( \bar{U} \), belongs to \( B \) because \( K_t \) is bounded in this direction. The tangent of the angle formed by \( \xi \) and \( \xi' \) is less than \( 2\varepsilon \) since \( H' \) separates \( p \) from \( \bar{U} \). Hence the ray \( (\xi) \) is a limit ray of rays \( (\xi') \in B \). This proves \( B(L_\alpha) \subset B \).

Since the asymptotic cone \( A(M) \) of a convex set \( M \) is the polar cone, \( (B(M))^* = B(M)^* \) of \( B(M) \) (Proposition 26, Section 5, Chapter II), the preceding result yields:

52. All level sets of a convex function have the same asymptotic cone.
Now let \( L_\tau, \tau \in \Omega \), be a family of subsets of \( D \) satisfying conditions I - VI. Denote by

\[
h(\tau, \xi) = h_{L_\tau}(\xi)
\]

the support function of \( L_\tau \). From VI it follows that for fixed \( \tau \in \Omega \), \( h(\tau, \xi) \) is defined over the cone \( B \) and nowhere else. If \( \alpha \) is finite and \( \alpha \in \Omega \), \( h(\alpha, \xi) \) is defined not only over \( B \), but possibly on certain boundary rays of \( B \) which do not belong to \( B \). However, in the sequel it will be sufficient to consider \( h(\alpha, \xi) \) for \( \xi \in B \). Furthermore, it suffices to consider unit vectors \( \xi \). By II, \( h(\tau, \xi) \) for fixed \( \xi \) is an increasing function of \( \tau \in \Omega \) which may be interpreted as follows. Let \( \tau = \varphi(x) \) be the function with the level sets \( L_\tau \). In the \((n+1)\)-dimensional space \( x, \tau \) consider the set \([D, \varphi]\). Its orthogonal projection upon the 2-flat \( A^2 \) spanned by the \( \tau \)-axis and the vector \((\xi, 0)\), \( \xi \in B \), laid off from the origin is called the \( \xi \)-profile of \( \varphi \). If \( -\xi \) is also in \( B \), the \(-\xi\)-profile is identical with the \( \xi \)-profile. In \( A^2 \) introduce the \( \tau, y \)-coordinate system consisting of the \( \tau \)-axis and the oriented line determined by \((\xi, 0)\) as \( y \)-axis. Every line \( \tau = \tau_0, \tau_0 \in \Omega \), in \( A^2 \) parallel with the \( y \)-axis intersects the \( \xi \)-profile in a segment or a ray (in the direction \(-\xi\)) whose end-point in the direction \( \xi \) has the \( y \)-coordinate \( h(\tau, \xi) \). This follows because for \( \|\xi\| = 1 \), \( h(\tau_0, \xi) \) is the distance from the origin to the supporting \((n-1)\)-flat with normal direction \( \xi \) of \( L_\tau \). Thus \( y = h(\tau, \xi) \) or, in case \(-\xi \in B \), \( y = h(\tau, \xi) \) and \( y = -h(\tau, \xi) \) are the equations of the boundary of the \( \xi \)-profile.

Suppose now there is a strictly increasing continuous function \( t = F(\tau) \) such that \( f(x) = F(\varphi(x)) \) is convex in
D. Then the sets \( K_\tau = L_\phi(t) \), \( \tau = \phi(t) \), the inverse of \( t = F(\tau) \), satisfy (*) and, hence, by the properties of support functions stated at the end of Section 1

\[
(\ast\ast) \quad h(\phi(t_0), \xi) \geq (1-\theta)h(\phi(t_0), \xi) + \theta h(\phi(t_1), \xi)
\]

where \( t_\theta = (1-\theta)t_0 + \theta t_1 \). This means that \( h(\phi(t), \xi) \) is a concave function of \( t \) for fixed \( \xi \in B \) in accordance with the fact that the \( \xi \)-profiles of \( F(\varphi(x)) \) are convex sets.

Conversely, suppose there exists a strictly increasing continuous function \( t = F(\tau), \tau \in \Omega, \tau = \phi(t), t \in W \), such that for a family \( L_\tau, \tau \in \Omega \), the function \( h(\phi(t), \xi) \) is a concave function of \( t \) for every fixed \( \xi \in B \), that is the \( \xi \)-profiles of \( F(\varphi(x)) \) are all convex.

It follows from this hypothesis that \( F(\varphi(x)) \) is a convex function in \( D \). To prove this it is sufficient to prove (*). Now (***) is valid and for two point sets \( M \) and \( N \),

\[
h_M(\xi) \leq h_N(\xi) \implies [M] \subset [N].
\]

Hence

\[
\overline{K}_t \supset (1-\theta)K_{t_0} + \theta K_{t_1} \supset (1-\theta)K_{t_0} + \theta K_{t_1}.
\]

Condition IV implies \( \overline{K} \cap D = K \). Consequently

\[
K_{t_\theta} \supset D \cap ((1-\theta)K_{t_0} + \theta K_{t_1}) = (1-\theta)K_{t_0} + \theta K_{t_1}.
\]

The latter equality follows from the inclusions \( K_{t_0} \subset D \), \( K_{t_1} \subset D \), and the convexity of \( D \). This completes the proof of the following theorem:

53. Let \( L_\tau, \tau \in \Omega \), be the family of level sets of a lower semicontinuous, quasi-convex function \( \varphi(x) \)
such that the cone \( B(L_{\mathcal{T}}) = B \) is independent of \( \mathcal{T} \) for \( \mathcal{T} \in \Omega_{0} \). Let \( h(\mathcal{T}, \xi), \xi \in B \), be the support function of \( L_{\mathcal{T}} \). Further let \( t = F(\mathcal{T}) \) be a strictly increasing continuous function and \( \mathcal{T} = \Phi(t), t \in W \), its inverse. Then \( F(\varphi(x)) \) is convex for \( x \in D \) if and only if \( h(\Phi(t), \xi) \) for every fixed \( \xi \in B \) is a concave function of \( t \in W \), that is

\[
\frac{h(\mathcal{T}_{2}, \xi) - h(\mathcal{T}_{1}, \xi)}{F(\mathcal{T}_{2}) - F(\mathcal{T}_{1})} \geq \frac{h(\mathcal{T}_{3}, \xi) - h(\mathcal{T}_{2}, \xi)}{F(\mathcal{T}_{3}) - F(\mathcal{T}_{2})}
\]

for any three numbers \( \mathcal{T}_{1} < \mathcal{T}_{2} < \mathcal{T}_{3} \) in \( \Omega \).

This condition may be given a different form. If \( h(\mathcal{T}_{2}, \xi) = h(\mathcal{T}_{1}, \xi) \), the inequality implies \( h(\mathcal{T}_{3}, \xi) = h(\mathcal{T}_{2}, \xi) \) since \( h(\mathcal{T}, \xi) \) increases with \( \mathcal{T} \). The inequality being trivially satisfied in this particular case, it is equivalent to

\[
\frac{F(\mathcal{T}_{3}) - F(\mathcal{T}_{2})}{F(\mathcal{T}_{2}) - F(\mathcal{T}_{1})} \geq \frac{h(\mathcal{T}_{3}, \xi) - h(\mathcal{T}_{2}, \xi)}{h(\mathcal{T}_{2}, \xi) - h(\mathcal{T}_{1}, \xi)}
\]

the right-hand side being interpreted as 0 whenever the denominator vanishes. The quantity

\[
\mathcal{H}(\mathcal{T}_{1}, \mathcal{T}_{2}, \mathcal{T}_{3}) = \sup_{\xi \in B} \frac{h(\mathcal{T}_{3}, \xi) - h(\mathcal{T}_{2}, \xi)}{h(\mathcal{T}_{2}, \xi) - h(\mathcal{T}_{1}, \xi)}
\]

which only depends on the family \( L_{\mathcal{T}} \), is used to state the necessary condition:

VII. There is a strictly increasing
continuous function \( F(\tau), \tau \in \Omega \), such that

\[
F(\tau_3) - F(\tau_2) \geq (F(\tau_2) - F(\tau_1)) \mathcal{K}(\tau_1, \tau_2, \tau_3)
\]

for any three numbers \( \tau_1 < \tau_2 < \tau_3 \) in \( \Omega \).

From the preceding it is clear that I - VII are necessary and sufficient conditions in order that a family of subsets of an open convex set \( D \) suitably indexed by real numbers forms the family of level sets of a convex function defined over \( D \). While I - VI are simple and intuitive, VII is rather complicated. There is no simple test to decide whether the function \( \mathcal{K}(\tau_1, \tau_2, \tau_3) \) is such as to admit a strictly increasing continuous solution of the functional inequality above. Both local and global properties of \( \mathcal{K}(\tau_1, \tau_2, \tau_3) \) enter decisively. Compared with the original problem there seems to be no progress. However, VII has the advantage of leading to a kind of construction of the required function \( F(\tau) \). To indicate the procedure the following remarks may be added.

Let \( \tau_0 < \tau_1 < \tau \) be fixed in \( \Omega \). Select numbers \( \tau_i, \ i = 1, \ldots, p+1 \) such that

\[
\tau_1 < \tau_2 < \ldots < \tau_p < \tau_{p+1} = \tau.
\]

Then (***yields

\[
F(\tau_{i+1}) - F(\tau_i) \geq (F(\tau_i) - F(\tau_{i-1})) \mathcal{K}(\tau_{i-1}, \tau_i, \tau_{i+1})
\]

for \( i = 1, \ldots, p \). Multiplication of these inequalities for \( i = 1, \ldots, j \leq p \), gives
\[ F(\tau_{j+1}) - F(\tau_j) \geq (F(\tau_1) - F(\tau_0)) \prod_{i=1}^{j} \mathcal{K}(\tau_{i-1}, \tau_i, \tau_{i+1}). \]

Summation over \( j \) gives

\[ F(\tau) - F(\tau_1) \geq (F(\tau_1) - F(\tau_0)) \sum_{j=1}^{p} \prod_{i=1}^{j} \mathcal{K}(\tau_{i-1}, \tau_i, \tau_{i+1}). \]

With the notation

\[ k(\tau_0, \tau_1, \tau) = \sup_{p} \sum_{j=1}^{j} \prod_{i=1}^{j} \mathcal{K}(\tau_{i-1}, \tau_i, \tau_{i+1}) \]

where the sup is taken over all subdivisions \( \tau_1 < \tau_2 < \ldots < \tau_p < \tau \) of the interval \( \tau_1, \tau \).

\[ F(\tau) - F(\tau_1) \geq (F(\tau_1) - F(\tau_0)) k(\tau_0, \tau_1, \tau). \]

Thus \( k(\tau_0, \tau_1, \tau) \) has to be finite for all \( \tau_0 < \tau_1 < \tau \) in \( \Omega \). This involves a mixture of local and global conditions on \( \mathcal{K} \). If \( k \) is finite, a function \( F(\tau) \) which has the desired properties for \( \tau > \tau_1 \) may be obtained as follows. It is easily seen that the values of \( F(\tau) \) at two points, \( \tau_0 \) and \( \tau_1 \) say, may be prescribed arbitrarily. Then any strictly increasing continuous function \( F(\tau), \tau > \tau_1 \), satisfying

\[ F(\tau) \geq F(\tau_1) + (F(\tau_1) - F(\tau_0)) k(\tau_0, \tau_1, \tau) \]

can be shown to have the required properties. Such functions exist since \( k(\tau_0, \tau_1, \tau) \) is increasing in \( \tau \). In similar ways the function can be constructed for \( \tau \) between \( \tau_0 \) and \( \tau_1 \) and for \( \tau \) less than \( \tau_0 \).

In the next section the construction is carried through in the case of smooth functions.
8. SMOOTH CONVEX FUNCTIONS WITH PRESCRIBED LEVEL SETS

Let $D$ be an open convex set in $\mathbb{A}^n$. The problem discussed in the preceding section will now be solved under the assumption that the prescribed subsets $L_\tau$ of $D$ are the level sets of a twice differentiable function $\tau = \varphi(x)$. As in Section 7 we set $\alpha = \inf \varphi(x)$, $\beta = \sup \varphi(x)$. We ask for a twice differentiable strictly increasing function $F(\tau)$, $\alpha \leq \tau < \beta$, such that $f(x) = F(\varphi(x))$ is convex in $D$. We start by deriving necessary conditions, which will turn out to be sufficient. The results of Section 7 will not be used.

We introduce the notations

$$\frac{\partial \varphi}{\partial x_1} = \varphi_1', \quad \frac{\partial f}{\partial x_1} = f_1', \quad 1, j=1, \ldots, n.$$

$$\frac{\partial^2 \varphi}{\partial x_1 \partial x_j} = \varphi_{1j}', \quad \frac{\partial^2 f}{\partial x_1 \partial x_j} = f_{1j}'. $$

The derivatives of $f(x) = F(\varphi(x))$ may then be written

(1) $f_1 = F' \varphi_1'$.

(2) $f_{1j} = F'' \varphi_1 \varphi_j' + F' \varphi_{1j}'$.

Suppose now $f(x) = F(\varphi(x))$ is convex. Then $f(x)$ has no critical points except possibly those at which it attains its absolute minimum. Obviously, $\varphi(x)$ must have the same property. We formulate this as the first necessary condition:

A. $\varphi(x)$ has no critical points
except those where it attains its absolute minimum, if such a minimum exists.

From (1) and $F'(τ) > 0$ for $α ≤ τ < β$ it therefore follows that $F'(τ) > 0$ for $τ > α$. Now $f(x)$ is convex if and only if for every fixed $x ∈ D$ the quadratic form

$$
Σ f_{ij}(x)y_1y_j = F''(φ(x))(Σ φ_1(x)y_1)^2 + F'(φ(x)) Σ φ_{ij}(x)y_iy_j
$$

in the variables $y_1, 1 = 1, ..., n$, is positive semidefinite.

If $φ(x)$, and hence $f(x)$, has a minimum, this condition is obviously satisfied at all points where the minimum is assumed, that is at all $x ∈ L_α$. This is because $φ_1 = 0$ and $Σ φ_{ij}y_iy_j$ is positive semidefinite at these points. Hence it is sufficient to consider those $x$ for which $φ(x) > α$. For such $x, F' > 0$ so that the notations

$$
σ = σ(x) = \frac{F''(φ(x))}{F'(φ(x))},
$$

(3) $Q(y, y) = Σ φ_{ij}y_iy_j + σ(Σ φ_1y_1)^2,$

may be used to replace the previous condition by: $Q(y, y)$ is positive semidefinite for every $x$ in $D$ but not in $L_α$.

Let such an $x$ be fixed. The characteristic determinant of $Q(y, y)$ is

$$
c_Q(λ) = | φ_{ij} - λ δ_{ij} + σ φ_1 φ_j |
= | φ_{ij} - λ δ_{ij} + σ φ_1 φ_j | 0
0 1|
$$
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Subtraction of suitable multiples of the added column from the other columns leads to

$$c_Q(\lambda) = \begin{vmatrix} \varphi_{ij} - \lambda \delta_{ij} & \varphi_i \\ -\sigma \varphi_j & 1 \end{vmatrix}.$$ 

This determinant equals the minor of its lower right hand corner, plus the value of the determinant when 1 is replaced by zero. Thus the characteristic determinant of $Q(y,y)$ takes the form

$$c_Q(\lambda) = \begin{vmatrix} \varphi_{1j} - \lambda \delta_{1j} \\ -\sigma \varphi_j \end{vmatrix} - \sigma \begin{vmatrix} \varphi_{ij} - \lambda \delta_{ij} & \varphi_i \\ \varphi_j & 0 \end{vmatrix}.$$ 

If it is written as a polynomial in $\lambda$,

$$c_Q(\lambda) = T_n - T_{n-1} \lambda + \ldots + (-1)^n T_0 \lambda^n,$$

we have $T_0 = 1$, and $T_\rho$, $\rho = 1, \ldots, n$, is the $\rho$th elementary symmetric function of the characteristic roots.

The first term on the right side of (4) is the characteristic determinant

$$c_\rho(\lambda) = S_n - S_{n-1} \lambda + \ldots + (-1)^n S_0 \lambda^n$$

of the quadratic form

$$F(y,y) = \sum_{i,j} \varphi_{ij} y_i y_j.$$ 
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Here \( S_0 = 1 \), and \( S_\rho, \rho = 1, \ldots, n, \) is the \( \rho \)th elementary symmetric function of the characteristic roots of \( P(y,y) \). We are going to show that the second term of (4) is essentially the characteristic determinant \( C^*_p(\lambda) \) of the quadratic form \( P^*(y,y) \) in \( n-1 \) variables derived by specializing \( P(y,y) \) to the hyperplane \( \sum \varphi_i y_i = 0 \). The characteristic roots of \( P^*(y,y) \) are the stationary values of \( P(y,y) \) subject to the constraints \( \sum \varphi_i y_i = 0 \) and \( \sum y_i^2 = 1 \). Hence, by the multiplier rule, they are the stationary values of the function

\[
\sum_{i,j} \varphi_{ij} y_i y_j + 2z \sum \varphi_i y_i - \lambda (\sum y_i^2 - 1)
\]

with \( y_i \) unrestricted, \( 2z \) and \( \lambda \) denoting the multipliers.

For the critical points \( y_i \) this gives the condition:

\[
\sum_j \varphi_{ij} y_j + z \varphi_i - \lambda y_i = 0
\]

(5)

\[
\sum_j \varphi_j y_j = 0,
\]

(6)

\[
\sum_i y_i^2 = 1.
\]

(7)

The existence of a solution \( y_i, z \) of this system implies

\[
\begin{vmatrix}
\varphi_{ij} - \lambda \delta_{ij} & \varphi_i \\
\varphi_j & 0
\end{vmatrix} = 0.
\]

(8)

Suppose that \( \lambda \) satisfies this equation and that \( y_i, z \) solve the system (5), (6), (7). Multiplying (5) by \( y_i \) and summing
Or 1, we see that \( \Sigma \varphi_{ij} y_i y_j = \lambda \) so that \( \lambda \) is the stationary value in question. Hence (8) is the characteristic equation of \( F^*(y, y) \). Formally the left side of (8) is a polynomial of degree \( n \) in \( \lambda \). However, the coefficient of \( \lambda^n \) vanishes. The coefficient of \( \lambda^{n-1} \), which is needed for normalization, is obtained by dividing the determinant (8) by \( \lambda^{n-1} \) and letting \( \lambda \to \infty \). If this is done by dividing each of the first \( n \) rows by \( \lambda \) and multiplying thereafter the last column by \( \lambda \), the coefficient is easily found to be

\[
\begin{vmatrix}
-1 & 0 & \cdots & 0 & \varphi_1 \\
0 & -1 & \cdots & 0 & \varphi_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & -1 & \varphi_n \\
\varphi_1 & \varphi_2 & \cdots & \varphi_n & 0
\end{vmatrix} = (-1)^n \Sigma_{i} \varphi_i^2.
\]

With the notation

\[ k^2 = \Sigma_{i} \varphi_i^2 \]

we therefore have

\[ c_F^*(\lambda) = -\frac{1}{k^2} \begin{vmatrix} \varphi_{ij} - \lambda \delta_{ij} & \varphi_i \\
\varphi_j & 0 \end{vmatrix}. \]

If this is written as a polynomial

\[ c_F^*(\lambda) = S_{n-1}^* - S_{n-2}^* \lambda + \cdots + (-1)^{n-1} S_0^* \lambda^{n-1}, \]
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then $S_0^* = 1$ and $S_p^*$ is the $p$th elementary symmetric function of the characteristic roots of $P^*(y,y)$. Hence, (4) may be written

$$C_q = C_p + \sigma^2 k^2 C_p^*.$$ 

Therefore

(9) $$T_p = S_p + \sigma^2 k^2 S_{p-1}^*, \quad p = 1, \ldots, n.$$ 

Now $Q(y,y)$ is positive semidefinite if and only if all characteristic values are non-negative, that is

(10) $$T_p \geq 0, \quad p = 1, \ldots, n.$$ 

As is well known, this implies that if one $T_p = 0$, all the following $T_p$ vanish too.

Looking for necessary conditions that there may exist an $F(\tau)$ such that $F(\varphi(x))$ is convex, we assume (10) to be valid. The expression (3) shows that $P^*(y,y)$ agrees with $Q(y,y)$ for $y_1$ satisfying $\Sigma_1 \varphi_1 y_1 = 0$. Hence, $P^*(y,y)$ is positive semidefinite and thus

$$S_{p-1}^* \geq 0, \quad p = 1, \ldots, n.$$ 

Let

$$\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n$$

and

$$\mu_1^* \geq \mu_2^* \geq \cdots \geq \mu_{n-1}^*$$

be the characteristic values of $P(y,y)$ and $P^*(y,y)$.
respectively. By the maximum-minimum properties of the characteristic values of a quadratic form,
\[ \mu_1 \geq \mu_2 \geq \ldots \geq \mu_p \geq \mu_{p+1} \geq \ldots \geq \mu_{n-1} \geq \mu_n. \]

If \( r - 1 \) denotes the rank of \( P^*(y,y) \) (which, of course, may depend on \( x \)), then
\[ \mu_1^* > 0, \ldots, \mu_{r-1}^* > 0, \mu_r^* = \ldots = \mu_{n-1}^* = 0. \]

Hence
\[ \mu_1 > 0, \ldots, \mu_{r-1} > 0, \]
and if \( r < n \),
\[ \mu_r \geq 0, \mu_{r+1} = \ldots = \mu_{n-1} = 0, \mu_n \leq 0. \]

This shows that the rank of \( P(y,y) \) is at most \( r + 1 \), and that
\[ S_{r+1} = \mu_1 \ldots \mu_r \mu_n \leq 0. \]

If \( r < n \). On the other hand, because \( S_r^* = 0 \), (9) and (10) for \( p = r + 1 \) yield \( S_{r+1} \geq 0 \). Hence \( S_{r+1} = 0 \), that is \( \mu_r = 0 \) or \( \mu_n = 0 \). Thus the rank of \( P(y,y) \) is actually at most \( r \).

B. In order that there may exist a twice differentiable strictly increasing function \( F(\tau) \) such that \( P(\phi(x)) \) is convex, it is necessary that for each
fixed \( x \in D \) the quadratic form \( \sum_{i,j} \mathcal{P}_{ij}(x)y_iy_j \)
restricted to the hyperplane \( \sum_{i} \mathcal{P}_i(x)y_i = 0 \)
be positive semidefinite, and if \( r - 1 \) denotes its rank, the rank of the same form
without the restriction be at most \( r \).

This has only been proved for \( x \) not in \( L_\alpha \). However, for \( x \in L_\alpha \) we have \( \mathcal{P}_1(x) = 0 \) and the statement is obviously true.

The first part of the condition, \( P^*(y, y) \) positive semidefinite, expresses the convexity of the level sets of \( \varphi(x) \).
The second part is trivially satisfied when \( P^*(y, y) \) has the maximal rank \( n - 1 \). At points \( x \) where \( r < n \) it restricts
the local behaviour of \( \varphi(x) \) in a way indicated by the following example:

Let \( n = 2 \) and assume that for each \( \tau_0 \) of a certain subinterval of \( \alpha(\alpha_0, \beta) \) the curve \( \varphi(x) = \tau_0 \) (\( \tau_0 \) a constant) contains a segment depending smoothly on \( \tau_0 \). Then
the rank of \( P^*(y, y) \) is zero at the points of the segments.
The surfaces \( \tau = \varphi(x) \) and, hence, \( t = f(x) \) then contain
pieces of ruled surfaces whose generators are parallel to the \( x_1x_2 \)-plane. Such a ruled surface can only be convex if it is
a cylinder, that is if the generators and, thus, the segments
are mutually parallel. This is just what the condition, rank
of \( P(y, y) \) at most one, requires in this case.

Even if \( \varphi(x) \) is an analytic function, the rank condition may restrict its local behaviour. Take
again \( n = 2 \) and assume that the curvature of a curve where
\( \varphi(x) \) is a constant vanishes at some point. Then the rank
condition requires that the Gaussian curvature of the sur-
face \( \tau = \varphi(x) \) also vanish at that point.

Consider again a fixed \( x \) not in \( L_\alpha \). In view of
(9) and because of \( S_\rho = S_{\rho-1} = 0 \) for \( \rho > r \) the condition
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(10) reduces to \( \sigma \geq \overline{\sigma} \) where
\[
\overline{\sigma} = \overline{\sigma}(x) = \max_{1 \leq \rho \leq r} \left( -\frac{S_\rho}{k^2S_{\rho-1}^*} \right)
\]
Let this maximum be attained for \( \rho = \rho_0 \). For the coefficients of the characteristic equation of \( Q(y, y) \) with \( \sigma \) replaced by \( \overline{\sigma} \) we then have
\[
\overline{\tau}_\rho = S_\rho + \overline{\sigma}k^2S_{\rho-1}^* \geq 0, \quad \rho = 1, \ldots, r,
\]
the equality sign being valid for \( \rho = \rho_0 \). As mentioned above, this implies \( \overline{\tau}_1 = 0 \) for \( \rho > \rho_0 \); hence, in particular, for \( \rho = r \geq \rho_0 \). This gives
\[
(11) \quad \overline{\sigma} = -\frac{S_r}{k^2S_{r-1}^*}
\]
For each fixed \( x \) not in \( \mathcal{L}_\alpha \) and \( \tau = \varphi(x) \) we therefore have
\[
(12) \quad \frac{\frac{F''(\tau)}{F'(\tau)}}{\frac{\varphi''(x)}{\varphi'(x)}} = \sigma(\tau) \geq \sup_{\varphi(x) = \tau} \overline{\sigma}(x) = \sup_{\varphi(x) = \tau} \left( -\frac{S_r}{k^2S_{r-1}^*} \right)
\]
where the sup has to be taken over all \( x \in D \) for which \( \varphi(x) = \tau \). Thus, we have the further necessary condition:

C. If for a twice differentiable, strictly increasing function \( F(\tau) \),
\( \alpha \leq \tau \leq \beta \), the function \( F(\varphi(x)) \)
is convex, then

135
\[
\frac{p''(\tau)}{F'(\tau)} \geq \sup_{\varphi(x) = \tau} \left( - \frac{S_r}{k^2 S_{r-1}^*} \right).
\]

Conversely, let there be given a twice differentiable function \( \tau = \varphi(x) \), \( x \in D \), and a twice differentiable, strictly increasing function \( F(\tau) \), \( \alpha \leq \tau \leq \beta \), where \( \alpha = \inf \varphi \) and \( \beta = \sup \varphi \), such that conditions A, B, and C are satisfied. Then \( f(x) = F(\varphi(x)) \) is convex in \( D \). We have to show that the quadratic form \( \sum_{i,j} f_{ij} y_i y_j \) is positive semidefinite for each \( x \in D \). For the points \( x \in L_\alpha \), if any, this is obviously the case as mentioned at the beginning of this section. For \( x \) not in \( L_\alpha \), we have to show that \( Q(y,y) \) is positive semidefinite. Because of C,

\[
Q(y,y) = \sum_{i,j} f_{ij} y_i y_j + \frac{p''}{F'} \left( \sum_1^r \varphi_i y_i \right)^2
\]

\[
\geq \sum_{i,j} f_{ij} y_i y_j - \frac{S_r}{k^2 S_{r-1}^*} \left( \sum_1^r \varphi_i y_i \right)^2.
\]

It therefore suffices to prove that the latter form, call it \( Q'(y,y) \), is positive semidefinite. From (3) and (9) it is seen that the coefficients of its characteristic equation are

\[
T_{\rho'} = S_{\rho} - \frac{S_r}{S_{r-1}^*} S_{\rho-1}^*, \quad \rho = 1, \ldots, n.
\]

Now, \( S_{\rho} = S_{\rho-1}^* = 0 \) for \( \rho = r + 1, \ldots, n \), because of B. Hence

\[
T_{\rho'} = 0, \quad \rho = r, r+1, \ldots, n,
\]

which shows that the rank of \( Q'(y,y) \) is at most \( r - 1 \). On
the other hand, $Q'(y,y)$ restricted to the hyperplane $\sum \phi_i y_i = 0$ agrees with $P^*(y,y)$. Because of $B$, $P^*(y,y)$ has $r - 1$ positive characteristic roots. Hence $Q'(y,y)$ must have the same property. This proves the statement.
HISTORICAL NOTES

CHAPTER I

CONVEX CONES

Sections 1 - 6. Important contributions to the theory of convex cones are contained (more or less explicitly) in Minkowski's posthumous paper [48]. The basic paper on the subject is, however, Part II of Steinitz's paper [57]. Practically all the concepts and results of Sections 1 - 6 are to be found in this paper. Also many of the proofs given here are based on ideas due to Steinitz. Polyhedral convex cones have been the subject of several more recent expositions, namely Weyl [66] (with purely algebraic methods), Gale [21], Gerstenhaber [24].

Section 7. As mentioned in the text, the theory of (polyhedral) convex cones is closely related to the theory of (finite) systems of linear inequalities. For the latter theory and its various geometrical interpretations the reader is referred to Dines and McCoy [16] and especially to the dissertation of Motzkin [49]. Included in the latter is a very complete bibliography up to 1934. Of more recent papers Dines [14], Blumenthal [5], [6], Levi [42], La Menza [40], Nagy [50] may be mentioned. Further references may be found in Contributions to the Theory of Games (Annals of Mathematics Study 24, Princeton, 1950).

For the second interpretation used in Section 7 see also Gale [21]. Theorem 17 for polyhedral cones has been announced by Tucker [63]; the corollaries III - VI are likewise due to Tucker.

CHAPTER II

CONVEX SETS

For the literature up to 1934 concerning basic properties
of convex sets the reader is referred to the report [8] by Bonnesen and the author. Attention is called to the dissertation of Straszewicz [60] which gives a comprehensive account for compact sets and to Part I of Steinitz [57] which deals with arbitrary convex sets. For convex polyhedra see also Kirchberger [36] and especially Weyl [66]. More recent, mainly expository articles are Dines [14], Botts [9], Bate-
man [3], Macbeath [45]. For a generalization of the concept of convex sets see Green and Gustin [25].

Section 2. In Proposition 6 (stating that every point of the convex hull of a point set $M$ is a centroid of at most $n+1$ points of $M$) the maximal number $n+1$ can be re-
placed by $n$ if the set $M$ has certain properties of connectedness. See [8] p. 9 for references to the first papers on this subject. Further references are Bunt [11], Hanner
[28], and especially Hanner and Rådström [29]. The following question is likewise connected with Proposition 6: What is the smallest positive integer $p$ with the property that every point $z$ relative interior to the convex hull of a set $M$ of linear dimension $d > 0$ is relative interior to the convex hull of a subset of $M$ with linear dimension $d$ consisting of at most $p$ points? The answer is $p = 2d$ as is easily seen by applying the Corollary to Theorem 8 (Chapter I) to the cone with vertex $z$ consisting of the rays which join $z$ with the points of $M$. This result (essentially due to Steinitz) occurs implicitly in the discussion of systems of linear inequalities of the form $Ax \geq 0$. (Cf. Chapter I, Section 7 and e.g. Dines and McCoy [16], Dines [14].) A direct proof has recently been given by Gustin [26].

Section 4. Projecting cones and normal cones were intro-
duced by Minkowski [48], the cones of directions of bound-
edness and asymptotic cones by Steinitz [57]. For the theory of asymptotic cones and various applications see Stoker [58].
The concept of s-convexity (under the name of even convexity) is introduced in the author's paper [19].

Section 6. The Separation Theorem 27 is due to Minkowski [48]. The useful statement 28 is slightly more general. Theorem I of Klee's paper [37] may be considered as a generalization of Proposition 27 to an arbitrary finite number of compact convex sets.

Section 7. For literature concerning extreme points and supports see [8], p. 16, further, for polyhedra, Weyl [66]. Straszewicz [61] has shown that in Proposition 33 it is sufficient to consider "exposed points" instead of extreme points. An exposed point of a closed convex set is by definition a point of the set through which there is a (supporting) hyper-plane having no other points in common with the set.

Section 8. Convex sets in projective spaces have been considered by Steinlitz [57], Part III. (For a problem in connection with the definition see also Kneser [38].) The polarity with respect to the unit sphere has been introduced by Minkowski [48], p. 146-7; cf. also Haar [27], Helly [31], von Neumann [65], Young [67], Bateman [3]. For generalizations to certain unbounded sets see Rådström [54], Lorch [44]. Arbitrary polarities have been considered by Steinlitz [57], Part III, and, as in Section 8, for sets which are not necessarily closed or open, by the author [19].

CHAPTER III
CONVEX FUNCTIONS

For the history of the theory of convex functions, various applications, and generalizations as well as extensive bibliographies the reader is referred to Popoviciu [51] and Beckenbach [4]. Apart from some references to basic papers, only more recent papers dealing or connected with the topics of this report are quoted in the sequel. A modern, detailed exposition
of many basic properties of convex functions is given in **Haupt, Aumann, Pauk** [30], I, Section 4.8, Section 5.4.2.1, Section 5.5, II, Section 2.2.5.

**Section 1.** Proposition 4 which comprises many of the classical inequalities of analysis seems to have been the start of the theory (Hölder [32], Brunn [10], and the basic paper Jensen [34].) Convex functions defined over arbitrary point sets have been considered by Galvani [23], Tortorici [62], and especially Popoviciu [51]. Homogeneous convex functions (gauge functions, supports functions) were introduced by Minkowski [47], [48]. For further references see [8] Section 4. A recent paper is Rédei [55]. See also the exposition by Bateman [3].

It should be pointed out that Propositions 5, 10, 11, 14, which for systematic reasons are deduced directly from the definition of convex functions, are immediate consequences of the existence of a support through every point \( x, f(x) \) (proved in Section 4).

**Sections 2 - 4.** For references concerning the well-known continuity properties of convex functions see Popoviciu [51]. The question whether a convex function is necessarily absolutely continuous has been discussed by Friedman [20], the answer being affirmative for \( n = 1 \) only. For the behaviour of a convex function at the boundary of its domain (Propositions 24-26) see the author's paper [18].

The first proofs of the existence of the one-sided derivatives of a convex function of one variable and of the directional derivative of a convex function of several variables seem to have been given by Stolz [59], p. 35-36 and Galvani [23]. The latter concept has been applied to the study of homogeneous convex functions by Bonnesen and the author [8], Section 4. The discussion of the directional derivatives of arbitrary convex functions as given in the present Section 4 probably has not been published.
elsewhere. A new approach to the study of certain smoothness properties of convex functions has been made by Anderson and Klee [2]. Busemann and Feller [12] and Alexandroff [1] have proved the almost everywhere existence of a second differential of a convex function of several variables. A new definition of smooth homogeneous convex functions based on the definiteness of the quadratic form occurring in Proposition 35 has been proposed by Lorch [44].

**Section 5.** The conjugate of a convex function of one variable has been defined by Mandelbrojt [46]. For the general concept and some of its properties see the author's paper [18]. The inequality stated in Proposition 38 has a well-known analogue for homogeneous functions: Let $F(x)$ and $H(\xi)$ be the gauge function and the support function, (respectively), of a convex body $C$ containing the origin in its interior. Then

$$x'\xi \leq F(x)H(\xi)$$

for all $x$ and $\xi$. (Cf. Helly [31], von Neumann [65], Young [67], Lorch [44].) This may be considered as a special case of Proposition 38. For, put $f(x) = 0$ for $x \in C$, that is for $F(x) \leq 1$. Then $\varphi(\xi) = H(\xi)$ and hence

$$x'\xi \leq H(\xi) \quad \text{for} \quad F(x) \leq 1.$$ 

Because of the homogeneity of $F$ this is equivalent to the above inequality.

The rest of Section 5 is unpublished. The corollary, Proposition 43, is a slight generalization of a theorem due to Bohnenblust, Karlin, Shapley [7]. Helly's Theorem, which appears here as a corollary (Proposition 45) and various generalizations have been the subject of many recent papers: Vincensini [64], Robinson [56], Lanner [41], Dukor [17], Rado
[53], Horn [32], Rademacher and Schoenberg [52], Karlin and Shapley [35], Levi [43], Klee [37]. For references to the older papers see [8] p. 3. Proposition 46 generalizes Minkowski's well-known characterization of the support functions of (compact) convex bodies. See [8], p. 28 for the older literature. Further references are Rédei [55], Bateman [3]. The determination of the support function of the intersection of convex sets following Proposition 46 seems to be noted for the first time by F. Riesz (who communicated it to Lannér, see [41]).

Section 6. Unpublished. The results generalize the duality property of linear programming problems proved by Gale, Kuhn, Tucker [22] to non-linear problems of the type considered by Kuhn and Tucker [39]. The consideration of completely arbitrary closed convex functions is essential for the formulation and the validity of a simple duality theorem. For the theory of programming problems in general the reader is referred to Activity Analysis of Production and Allocation (Cowles Commission Monograph 13, New York 1951).

Section 7. The problem of the existence and the determination of a convex function with prescribed level sets was raised and studied by de Finetti [13] under the assumption that the domain D and, thus, all level sets are compact and convex. In this case the Conditions I - VI are trivially satisfied. The part of Section 7 dealing with these conditions in the general case is not published. Condition VII is a generalization to the case considered here of a result of de Finetti. For details of the construction of a convex function the reader is referred to de Finetti's paper.

Section 8. Unpublished. In a footnote de Finetti [13] states that in his case of a compact D the smoothness of the function $\varphi(x)$ implies the existence of an $F(\tau)$ such that $F(\varphi(x))$ is convex. This contradicts the results of Section 8 of the present report. Apparently de Finetti had
overlooked the fact that the smoothness of $\varphi$ does not imply the smoothness of the support function $h(\xi, \tau)$. This is only the case if the rank $r - 1$ introduced in Section 8 has its maximal value $n - 1$ everywhere in $D$. Then the quantity $\overline{\sigma}$ (see equation (11)) is easily found to be

$$\overline{\sigma} = \frac{\partial^2 h}{\partial \tau^2} / \frac{\partial h}{\partial \tau}.$$  

At points where $r < n$, the second derivative may not exist even if $\varphi$ is analytic.
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## INDEX OF DEFINITIONS

Asymptotic cone, 42  
Barrier, 45  
$\mathcal{B}(M)$, 46  
Boundary ray, 2  
Boundary ray, relative, 3  
Bound of a set, 45  
Centroid, 36  
Closed cone, 2  
Closed convex function, 78  
Concave function, 57  
Concave function, strictly, 57  
Cone, 1  
asymptotic, 42  
closed, 2  
convex, 3  
convex hull of, 8  
dimension space $S(M)$ of, 3  
extreme ray of, 20  
extreme support of, 21  
lineality of, 3  
lineality space of, 3  
linear dimension of, 3  
normal, 9  
of directions of boundedness, 46  
open, 2  
polar, 10  
polyhedral, 22  
projecting, 41  
support of, 6  
Conjugate function, 90  
Convergence of a sequence of rays, 2  
Convex Cone, 3  
Convex family, 118  
Convex function, 57  
closed, 78  
strictly, 57  
Convex hull of a cone, 8  
of a set, 36  
Convex set, 36  
extreme point of, 51  
p-Convexity of a hyperplane set, 52  
of a point set, 52  
s-Convexity, 42  
$[D,f]$, 57  
Dimension, linear, of a cone, 3  
of a set, 39  
Dimension space $S(M)$ of a cone, 3  
Directional derivative, 79  
$\varepsilon$-neighborhood of a ray, 2  
Exterior ray, 2 
Extreme point of a convex set, 51  
Extreme ray of a cone, 20  
Extreme support of a cone, 21  
Flat, 32  
oriented, 45  
supporting, 45  
non-vertical, 88  
vertical, 88  
Function, closed convex, 78  
concave, 57  
conjugate, 90
Function (continued)
convex, 57
piecewise linear, 109
positively homogeneous, 66
quasi-convex, 117
strictly concave, 57
strictly convex, 57

Hyperplane set, p-convexity of, 52

Interior ray, 2

Level set, 115
Limit ray, 2
Lineality of a cone, 3
Linearity space of a cone, 3
Linear combination of points, 29
Linearly dependent points, 31
Linear dimension of a cone, 3
of a set, 39

Metric on rays, 1

Neighborhood of a ray, 2
Non-vertical flat, 88
Normal cone, 9

Open cone, 2
Oriented flat, 45

p-Convexity of a hyperplane
set, 52
of a point set, 52
p-Flat, 32
p-Simplex, 32

Piecewise linear function, 109
Point set, p-convexity of, 52
Point, relative boundary, 39
relative interior, 39
Polar cone, 10
Polyhedral cone, 22

Positively homogeneous
function, 66
E-profile, 122
Projecting cone, 41
Quasi-convex family, 118
Quasi-convex function, 117

Ray, 1
boundary, 2
ε-neighborhood of, 2
exterior, 2
extreme, 20
interior, 2
limit, 2
metric, 1
relative boundary, 3
relative interior, 3
topology, 1

Rays, convergence of a
sequence, 2

Relative interior point, 39
Relative interior ray, 3
Relative boundary point, 39
Relative boundary ray, 3

s-Convexity, 42
Set, barrier of, 45
bound of, 45
convex, 34
convex hull of, 36
linear dimension of, 39
support of, 45
support function of, 67
supporting flat of, 45

Simplex, 32
Strictly concave
function, 57
Strictly convex function, 57
Support, extreme, of a cone, 21
function of a set, 67
of a cone, 6
of a set, 45
Supporting flat of a set, 45

Topology on rays, 1
Transformable families, 117
Vertical flat, 88