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In two recent papers ((1), (2)) I investigated inclusion relations between IF (integral function) methods of summability. In the present paper the investigation is continued with the aid of standard Mellin transform theory and results due to Rogosinski and to Kuttner.

1. Notation and preliminary results. Let

\[ p(z) = \sum_{n=0}^{\infty} p_n z^n \]

be an integral function such that \( p_n \geq 0 \), \( \sum_{n=0}^{\infty} p_n > 0 \) for all \( n \). Associated with \( p(z) \) are two regular IF methods of summability \( P*, P \) defined as follows. We write \( s_n \rightarrow l(P*) \) if

\[ \sum_{n=0}^{\infty} p_n s_n z^n = p(z) \]

is an analytic function at the origin having, in a region containing the positive real axis, an analytic continuation \( p^*_n(z) \) such that \( p^*_n(x)/p(x) \rightarrow l \) as \( x \rightarrow \infty \) (through real values). And we write \( s_n \rightarrow l(P) \) if \( s_n \rightarrow l(P^*) \) and \( p_n(z) \) is an integral function.

Let \( \mu_n > 0, \quad q_n = p_n/\mu_n \quad (n = 0, 1, \ldots), \quad q(z) = \sum_{n=0}^{\infty} q_n z^n \),

and, whenever \( q(z) \) is an integral function, denote the associated IF methods by \( Q*, Q \). Following standard practice, we say that \( P \) includes \( Q \), and write \( P \supseteq Q \), if \( s_n \rightarrow l(P) \) whenever \( s_n \rightarrow l(Q) \) (\( l \) finite); and we say that \( P \) and \( Q \) are equivalent if each includes the other. We use the same terminology and notation for methods \( P^*, Q^* \). In addition, we introduce for convenience the notation \( P^* \supseteq Q \) to signify that \( s_n \rightarrow l(P^*) \) whenever both \( s_n \rightarrow l(Q) \) and the radius of convergence of \( \sum_{n=0}^{\infty} p_n s_n z^n \) is greater than zero.

We state first an easily verified lemma. As a precondition it is to be supposed that \( q(z) \) is an integral function.

**Lemma 1.** Let \( P^*, P, Q, Q^* \) be the IF methods associated with the integral functions

\[ \sum_{n=n_0}^{\infty} p_{n+v} z^n, \quad \sum_{n=n_0}^{\infty} q_{n+n_0} z^n, \]

where \( n_0, v \) are integers such that \( n_0 \geq 0, n_0 + v \geq 0 \). Then the relations \( P \supseteq Q, P^* \supseteq Q^* \), \( P^* \supseteq Q \) are equivalent respectively to \( P \supseteq Q*, P^* \supseteq Q^* \), \( P^* \supseteq Q \).
The following theorem is a slight extension of a known result (11, Theorem A).

**Theorem 1.** Suppose that \( \gamma > 0, 1 > \delta > 0, N > 0, N - \nu > n_0 > 0, \) where \( N, n_0, \nu \) are integers, and that
\[
\begin{align*}
& (i) \quad \psi(t) \text{ is a function of bounded variation in the interval } [0, 1]; \\
& (ii) \quad \chi(t) \text{ is real and } \int_0^1 \gamma \nu \psi(t) \, dt > 0 \quad (n = n_0 n_0 + 1, \ldots); \\
& (iii) \quad \mu_n = \frac{\gamma}{\nu} \int_0^n \nu \psi(t) \, dt \quad (n = N, N + 1, \ldots).
\end{align*}
\]
Then \((iv) \quad \phi(t) \text{ is an integral function}; \quad (v) \quad P \subseteq Q, \) and \((vi) \quad P^* \subseteq Q^*.

To establish this theorem we may suppose, without loss in generality, that \( \gamma = 1 \) and, in view of Lemma 1, that \( \nu = 0. \) That \((iv) \) and \((v) \) are consequences of the hypotheses in this case is proved in \((i). \) That \((vi) \) is also a consequence can be established by a similar argument incorporating the following simple result: \( F(t) = \int_0^t \psi(t) \, dt \) is an analytic function for all real \( t \geq 0 \) whenever \( f(t) \) is analytic for such \( s \) and \( (i) \) holds.

Applying Lemma 1 to another known result (2, Theorem 2), we obtain

**Theorem 2.** Suppose that \( 1 > \delta > 0, \pi \geq \Delta > 0, N > 0, N - \nu > n_0 > 0, \) where \( N, n_0, \nu \) are integers, and that
\[
\begin{align*}
& (i) \quad \phi(t) \text{ is an analytic function in the region } |z| > 0, \quad \arg z < \Delta, \quad \text{and the integral} \\
& \quad \int_0^1 \psi(t) \, dt \text{ is uniformly convergent (at both limits) in the interval } -\Delta < 0 < 0 < \Delta; \\
& (ii) \quad \phi(t) \text{ is real for } t > 0 \text{ and } \\
& \quad \infty > \int_0^1 \pi \psi(t) \, dt > \int_0^1 \psi(t) \, dt > 0 \quad (n = n_0 n_0 + 1, \ldots); \\
& (iii) \quad \mu_n = \int_0^n \pi \phi(t) \, dt \quad (n = N, N + 1, \ldots).
\end{align*}
\]
Then \( \phi(t) \) is an integral function and \( P^* \subseteq Q. \)

2. Moment sequences. We say (as in \((i) \)) that a sequence \( \{c_n\} \) is an \( \bar{w} \)-sequence if the equations
\[
\kappa_n = \int_0^n \nu \psi(t) \, dt \quad (n = 0, 1, \ldots)
\]
admit a solution \( \chi \) satisfying \((i) \) of Theorem 1. If the equations admit a solution satisfying both \((i) \) and \((ii) \) of Theorem 1 we call \( \{c_n\} \) an \( \bar{w} \)-sequence. Further, we shall call a sequence \( \{\lambda_n\} \) an \( M^* \)-sequence if the equations
\[
\lambda_n - \kappa_n = \int_0^n \pi \phi(t) \, dt \quad (n = 0, 1, \ldots)
\]
have a solution \( \phi \) satisfying \((i) \) and \((ii) \) of Theorem 2.

We can now reword Theorems 1 and 2 as follows:

**Theorem 1'.** \( \{c_n\} \) is an \( \bar{w} \)-sequence and, for any fixed integer \( \nu \) and all large integers \( n, \)
\[
\mu_n = \gamma n \nu, \quad (\gamma > 0), \text{ then } \phi(t) \text{ is an integral function, } P \subseteq Q, \text{ and } P^* \subseteq Q^*.
\]

**Theorem 2'.** \( \{c_n\} \) is an \( M^* \)-sequence and, for any fixed integer \( \nu \) and all large integers \( n, \)
\[
\mu_n = \gamma n \nu, \quad (\gamma > 0), \text{ then } \phi(t) \text{ is an integral function and } P^* \subseteq Q^*.
\]
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and so, for all large \( n \),

\[
\hat{h}(n + v) = \int_0^\infty t^n \phi(t) \, dt \geq \frac{1}{\gamma} \int_0^\infty t^n \phi(t) \, dt > 0.
\]

It follows that \( \phi \) satisfies (ii) of Theorem 2. Consequently, by (iii) and (iii)', \( \{ \lambda_n \} \) is an \( M^* \)-sequence.

2. Applications. Suppose that \( a > 0 \) and \( \beta \) is real; and denote by \( (B, a, \beta)^\ast \), \( (B, a, \beta) \) the IF methods associated with the integral function

\[
\sum_{n=0}^\infty \frac{1}{\Gamma(a n + \beta)}
\]

where \( N \) is a non-negative integer such that \( \alpha N + \beta > 0 \). The actual choice of \( N \) is clearly immaterial. By Stirling's theorem,

\[
\Gamma(a n + \beta) = e^{(a n + \beta - 1/2) \ln n} e^{-a n - \beta + O(1/n)}.
\]

when \( |a| \) is large and \( \sigma > N \). Consequently, if \( a > 0 \), \( b \) is real and

\[
\sigma = \max \{ -b/a, \beta/a \},
\]

\[
\Gamma(a n + \beta + 1) = e^{(a n + \beta - 1/2) \ln n} (C + O(1/n)) (C > 0, \rho \text{ real}),
\]

when \( |a| \) is large and \( \sigma > \sigma_0 \). Hence, by Lemma 4 and Theorem 2', we obtain the following result:

(I) If \( a > 0 \) and \( b \) is real, then \( (B, a, b)^\ast \geq (B, a, \beta)^\ast \). (For a somewhat different proof of the case \( b = 1 \) of this result see (2).)

Further, by Lemma 3 and Theorem 1', we have

(II) If \( a > 0 \) and \( b > \beta \), then \( (B, a, b) \geq (B, a, b) \) and \( (B, a, b)^\ast \geq (B, a, b)^\ast \) (cf. Knopp, (b)).

Suppose now that \( h(x) \) satisfies (i) and (ii) of Lemma 4. Then \( h(x) > 0 \) for \( \sigma > \sigma_0 \), where \( x \) is some non-negative integer; and the functions

\[
\frac{h(x)^{\ast}}{\Gamma(a n + \beta + 1)} \quad \frac{\Gamma(a n + \beta + 1)}{h(x)^{\ast}} (x = a n \ast \ast \ast)
\]

satisfy the hypotheses for \( g(x) \) in Lemma 3 (with \( \alpha = 0, b = 1 \)). Hence, by Lemma 3 and Theorem 1', we have

(III) If \( h(x) \) satisfies (i) and (ii) of Lemma 4, then the IF methods associated with the integral function

\[
\sum_{n=0}^\infty \frac{1}{\Gamma(a n + \beta + 1)}
\]

are equivalent respectively to \( (B, a, \beta + 1)^\ast \) and \( (B, a, \beta + 1) \).

An interesting special case of this result is obtained by taking

\[
h(x) = \Gamma(a n + \beta + 1)^{\ast} (x = a n \ast \ast \ast)
\]
where $b, c, p, q, r$ are real, $a > 0$ and $ac + q > 0$. This function satisfies (ii) and (i) of Lemma 4 with

$$\alpha = ac + q, \quad \beta = c(b - \frac{1}{2}) + r, \quad \gamma = ac \log a - 1, \quad \nu = e^{e_k(2a)}e^{e_k(0)}.$$ 

Consequently (IV) the IF methods associated with the integral function

$$\sum_{n=0}^{\infty} \frac{\kappa^n}{(\kappa n + \beta + 1)^2} \left(\kappa n + \beta + 1\right)^{\nu + 1} \quad (a > 0, ac + q > 0)$$

are equivalent respectively to $(B, ac + q, be + r - \frac{1}{2})^n$ and $(B, ac + q, be + r - \frac{1}{2})^{n-1}$.

In virtue of results I to IV we now have a comprehensive account of the inclusion relations between different IF methods of the above type. In connexion with these methods it is of interest to examine the behaviour of the series appearing in III and IV for large positive $z$. We start with the known result (see (9), 199–28)

$$v(x) = \sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\kappa n + \beta + 1)} \sim \frac{e^x}{x} \quad (x > 0)$$

as $x \to \infty$. Consequently, in view of a standard result of the Torzïz type, we have, for $\delta > 0$,

$$\sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\kappa n + \beta + 1 + \delta)} \sim \frac{e^x}{\delta} \int_{0}^{\infty} e^{-x} (x - t)^{-\delta} e^{-t} dt \sim \frac{e^x}{\delta}$$

as $x \to \infty$. It follows that

$$\sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\kappa n + \beta + 1 - \frac{1}{2})} \sim \frac{e^x}{\sqrt{x}} \quad (a > 0, ac + \beta + \frac{1}{2} > 0),$$

and hence that

$$w(x) = \sum_{n=0}^{\infty} \kappa^n \frac{x^n}{\Gamma(\kappa n + \beta + \frac{1}{2})} \sim \frac{1}{\sqrt{x}} e^{-\kappa x}$$

as $x \to \infty$. Suppose, as above, that $k(x)$ satisfies (i) and (ii) of Lemma 4. Then, as $n \to \infty$,

$$\frac{K}{l(n)} = \frac{K\kappa^n}{\Gamma(\kappa n + \beta + \frac{1}{2})} = \frac{1 + o(1)}{\Gamma(\kappa n + \beta + \frac{1}{2})},$$

where $K = (2\pi)^{1/2}/\Gamma, \kappa = x^2 e^{-x^2}$. Since $(B, x, \beta + \frac{1}{2})$ is regular, it follows that, as $x \to \infty$,

$$\sum_{n=0}^{\infty} \frac{x^n}{\kappa^n l(n)} = K e(xz) (1 + o(1)) \sim \frac{K}{\alpha} e(xz) e^{-\kappa x^2}. $$

In particular, we find that, as $x \to \infty$,

$$\sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\kappa n + \beta + 1)^2} \left(\kappa n + \beta + 1\right)^{\nu + 1} \sim \frac{K}{\alpha} e(xz) e^{-\kappa x^2} \quad (a > 0, ac + q > 0),$$

where $a = ac + q, \beta = c(b - \frac{1}{2}) + r$, and $\kappa = e^{e_k(2a)} e^{e_k(0)}$, $K = e^{e_k(2a)} e^{e_k(0)}$. (See Hardy (9), 55 for special cases.)

Note added in proof. Since submitting this paper for publication I have been informed that Dr L. Wiedersich has proved independently the following case of result I: if $a > 0, s_n \to l(B, a, 1)$ and $\sum_{n=0}^{\infty} s_n \kappa^n / \Gamma(\kappa n + 1)$ is an integral function, then

$s_n \to l(B, a, 1)$. 
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