AN EXTENSION OF THE MAZUR-ULAM THEOREM

CONSTANTIN P. NICULESCU

Abstract. One proves that the Mazur-Ulam theorem can be extended in the framework of metric spaces as long as a well behaved concept of midpoint is available. This leads to the new concept of Mazur-Ulam space. Besides the classical case of real normed spaces, other examples such as $\text{Sym}^{++}(n,\mathbb{R})$, the space of all $n \times n$ dimensional positive definite matrices, appear as cones attached to suitable Euclidean Jordan algebras. It turns out that the Mazur-Ulam spaces provide a framework for new generalizations of the concept of convex function.

1. Introduction

The Mazur–Ulam theorem asserts that every bijective isometry $T: E \rightarrow E$ acting on a real normed linear space is an affine map, that is,

$$T(\lambda x + (1 - \lambda)y) = \lambda T(x) + (1 - \lambda)T(y)$$

for all $x, y \in E$ and $\lambda \in \mathbb{R}$. See [8], [2], [12] and [13] for details and extensions within the framework of linear spaces. The essence of this result is the property of $T$ to preserve midpoints of line segments, that is,

$$T\left(\frac{x + y}{2}\right) = \frac{T(x) + T(y)}{2}$$

for all $x, y \in E$. In fact, the condition (1.2) implies (1.1) for dyadic affine combinations, and thus for all convex combinations (since every isometry is a continuous map). Finally, it is routine to pass from convex combinations to general affine combinations in (1.1).

Surprisingly, the linear structure of $E$ is needed only to support the notion of midpoint. In fact, a property like (1.2), of midpoint preservation, works in the framework of metric spaces as long as a well-behaved concept of midpoint is available. This is made clear by the following definition:

**Definition 1.** A Mazur–Ulam space is any metric space $M = (M, d)$ on which there is given a pairing $\sharp: M \times M \rightarrow M$ with the following four properties:

- (the idempotent property) $x\sharp x = x$ for all $x \in M$;
- (the commutative property) $x\sharp y = y\sharp x$ for all $x, y \in M$;
- (the midpoint property) $d(x, y) = 2d(x, x\sharp y) = 2d(y, x\sharp y)$ for all $x, y \in M$;
- (the transformation property) $T(x\sharp y) = T(x)\sharp T(y)$, for all $x, y \in M$ and all bijective isometries $T: M \rightarrow M$.
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A Mazur–Ulam space should be viewed as a triplet \((M, d, \#)\). In this context, the point \(x \# y\) is called a midpoint between \(x\) and \(y\).

In a real normed space, the midpoint has the classical definition,

\[ x \# y = \frac{x + y}{2}, \]

and the Mazur–Ulam theorem is equivalent to the assertion that every real normed space is a Mazur–Ulam space. It is this way we want to extend the Mazur–Ulam theorem, by investigating other classes of Mazur–Ulam spaces. And they are many.

In the above example, \(\#\) coincides with the arithmetic mean, \(A\). The simplest example of a Mazur–Ulam space where the midpoint is associated to the geometric mean is \(M = (0, \infty)\), endowed with the metric \(\delta(x, y) = \left| \log \frac{x}{y} \right|\), and the midpoint pairing \(x \# y = G(x, y) = \sqrt{xy}\).

Notice that no discrete metric space \(M\) (of cardinality greater than 1) supports a midpoint pairing \(\#\).

In Section 2 we give a new proof of the classical Mazur-Ulam theorem by taking into account the existence of sufficiently many reflections in a real normed space. This leads to new examples of Mazur-Ulam spaces such as \(\text{Sym}^{++}(n, \mathbb{R})\), the space of all \(n \times n\) dimensional positive definite matrices with real coefficients (which provides a higher dimensional generalization of \((\mathbb{R}^*, \delta)\)). In this case, the midpoint is precisely the geometric mean in the operator-theoretical sense.

In Section 3 we briefly discuss the class of Bruhat-Tits spaces, which also includes \(\text{Sym}^{++}(n, \mathbb{R})\), (and other symmetric cones attached to suitable Euclidean Jordan algebras). Our exposition follows the approach by J. D. Lawson and Y. Lim [6]. See also [5].

In Section 4 we make an attempt to built up a theory of generalized convexity in the framework of Mazur-Ulam spaces. The idea is to replace the arithmetic mean by a midpoint combination. Precisely, if \(M' = (M', d', \#')\) and \(M'' = (M'', d'', \#'')\) are two Mazur-Ulam spaces, with \(M''\) a subinterval of \(\mathbb{R}\), it is natural to say that a continuous function \(f : M' \to M''\) is convex (more precisely, \((\#', \#'')\)-convex) if

\[ f(x \#' y) \leq f(x) \#' f(y) \quad \text{for all } x, y \in M'. \]

The theory encompasses a large variety of functions such as the usual convex functions, the log-convex functions, the multiplicatively convex functions etc. The case of multiplicatively convex functions corresponds to the choice \(M' = M'' = (\mathbb{R}_+^*, \delta, G)\) and refers to all functions \(f : \mathbb{R}_+^* \to \mathbb{R}_+^*\) such that

\[ f(\sqrt{xy}) \leq \sqrt{f(x)f(y)} \quad \text{for all } x, y > 0. \]

It turns out that this property is shared by a large variety of special functions like \(\Gamma\) (the gamma function), \(\text{Si}\) (the integral sine), \(\text{Li}\) (the integral logarithm) etc. See our paper [9] for details. While the entire theory of convex functions has a companion within multiplicative convexity, things become unclear in the case of \(\text{Sym}^{++}(n, \mathbb{R})\), and we end this paper with a number of open problems.
2. Midpoints as fixed points

The classical Mazur–Ulam theorem can be proved easily by noticing the presence of sufficiently many reflections on any normed vector space. This idea can be considerably extended.

**Theorem 1.** Suppose that \( M = (M, d) \) is a metric space such that for every pair \((a, b)\) of points of \( M \) there exists a bijective isometry \( G_{(a,b)} \), from \( M \) onto itself, having the following two properties:

- **(MU1):** \( G_{(a,b)}a = b \) and \( G_{(a,b)}b = a \);
- **(MU2):** \( G_{(a,b)} \) has a unique fixed point \( z \) (denoted \( a\#b \)) and \( d(G_{(a,b)}x, x) = 2d(x, z) \) for all \( x \in M \).

Then \( M \) is a Mazur–Ulam space.

The geometrical framework of Theorem 1 is illustrated in Fig. 1, while its proof will constitute the objective of Lemma 2 below.

Every normed vector space verifies the hypotheses of Theorem 1. In fact, in that case the maps \( G_{(a,b)} \) are precisely the reflections \( G_{(a,b)}x = a + b - x \).

The unique fixed point of \( G_{(a,b)} \) is the midpoint of the line segment \([a, b]\), that is, \( a\#b = (a + b)/2 \).

In the case of \( M = (\mathbb{R}^*_+ , \delta, G) \), the hypotheses of Theorem 1 are fulfilled by the family of isometries \( G_{(a,b)}x = \frac{ab}{x} \); the fixed point of \( G_{(a,b)} \) is precisely the geometric mean \( \sqrt{ab} \) of \( a \) and \( b \).

A higher dimensional generalization of this example is provided by the space \( \text{Sym}^{++}(n, \mathbb{R}) \), endowed with the trace metric,

\[
d_{\text{trace}}(A, B) = \left( \sum_{k=1}^{n} \log^2 \lambda_k \right)^{1/2},
\]

where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( AB^{-1} \). Since similarities preserve eigenvalues, this metric is invariant under similarities, that is,

\[
d_{\text{trace}}(A, B) = d_{\text{trace}}(C^{-1}AC, C^{-1}BC) \quad \text{for all} \ C \in \text{GL}(n, \mathbb{R}).
\]

Notice that \( AB^{-1} \) is similar with

\[
A^{-1/2}(AB^{-1})A^{1/2} = A^{1/2}B^{-1/2}(A^{1/2}B^{-1/2})^* > 0
\]
and this fact assures the positivity of the eigenvalues of $AB^{-1}$.

The proof that $\text{Sym}^{++}(n, \mathbb{R})$ admits a midpoint pairing follows from Theorem 1. We shall need the following technical result:

**Lemma 1.** Given two matrices $A$ and $B$ in $\text{Sym}^{++}(n, \mathbb{R})$, their geometric mean

$$A_B = A^{1/2}(A^{-1/2}BA^{-1/2})^{1/2}A^{1/2}$$

is the unique matrix $C$ in $\text{Sym}^{++}(n, \mathbb{R})$ such that

$$d_{\text{trace}}(A, C) = d_{\text{trace}}(B, C) = \frac{1}{2} d_{\text{trace}}(A, B).$$

The geometric mean $A_B$ of two positive definite matrices $A$ and $B$ was introduced by Pusz and Woronowicz [11]. It is the unique solution of the equation

$$XA^{-1}X = B$$

and this fact has a number of useful consequences such as:

- $A_B = (AB)^{1/2}$ if $A$ and $B$ commute
- $A_B = B_A$
- $(C^*AC)_A(C^*BC) = C^*(A_B)C$ for all $C \in GL(n, \mathbb{R})$

as well as the fact that the maps $G_{(A,B)}X = (A_B)X^{-1}(A_B)$ verify the condition $(MU1)$ in Theorem 1 above. As concerns the condition $(MU2)$, let us check first the fixed points of $G_{(A,B)}$. Clearly, $A_B$ is the only fixed point because any solution $X \in \text{Sym}^{++}(n, \mathbb{R})$ of the equation

$$CX^{-1}C = X,$$

with $C \in \text{Sym}^{++}(n, \mathbb{R})$, verifies the relation

$$(X^{-1/2}CX^{-1/2})(X^{-1/2}CX^{-1/2}) = I.$$ 

Since the square root is unique, we get $X^{-1/2}CX^{-1/2} = I$, that is, $X = C$. The second part of the condition $(MU2)$ asks for

$$d_{\text{trace}}(G_{(A,B)}X, X) = 2d(X, A_B),$$

that is,

$$d_{\text{trace}}((A_B)X^{-1}(A_B), X) = 2d_{\text{trace}}(X, A_B),$$

for every $X \in \text{Sym}^{++}(n, \mathbb{R})$. This follows directly from the definition (2.1) of the trace metric. Notice that $\sigma(C^2) = \{\lambda^2 \mid \lambda \in \sigma(C)\}$ for all $C \in \text{Sym}^{++}(n, \mathbb{R})$.

**Lemma 2.** Suppose that $M_1 = (M_1, d_1)$ and $M_2 = (M_2, d_2)$ are two metric spaces which verify the conditions $(MU1)$ and $(MU2)$ of Theorem 1. Then

$$T(x_B y) = T x_B T y$$

for all bijective isometries $T : M_1 \to M_2$.

**Proof.** For $x, y \in M_1$ arbitrarily fixed, consider the set $\mathcal{G}(x, y)$ of all bijective isometries $G : M_1 \to M_1$ such that $Gx = x$ and $Gy = y$. Notice that the identity of $M_1$ belongs to $\mathcal{G}(x, y)$. Put

$$\alpha = \sup_{G \in \mathcal{G}(x, y)} d(Gz, z),$$
where \( z = x^*y \). Since
\[
d(Gz, z) \leq d(Gz, x) + d(x, z) = d(Gz, Gx) + d(x, z) = 2d(x, z),
\]
we infer that \( \alpha < \infty \). If \( G \in \mathcal{G}(x,y) \), so is \( G' = G^{-1}_xG_{x,y}G \), which yields
\[
d((Gz)G^{-1}_xG_{x,y}Gz, z) \leq \alpha.
\]
Then
\[
d(G'z, z) = d((Gz)G^{-1}_xG_{x,y}Gz, z) = d(GzG^{-1}_xG_{x,y}Gz, z)
\]
and thus \( d(Gz, z) \leq \alpha/2 \) for all \( G \). Consequently \( \alpha = 0 \) and this yields \( G(z) = z \) for all \( G \in \mathcal{G}(x,y) \).

Now, for \( T: M_1 \to M_2 \) an arbitrary bijective isometry, we want to show that \( Tz = z' \), where \( z' = Tx^*Ty \). In fact, \( G_{(x,y)}T^{-1}G_{(Tx,Ty)}T \) is a bijective isometry in \( \mathcal{G}(x,y) \), so
\[
G_{(x,y)}T^{-1}G_{(Tx,Ty)}Tz = z.
\]
This implies
\[
G_{(Tx,Ty)}Tz = Tz.
\]
Since \( z' \) is the only fixed point of \( G_{(Tx,Ty)} \), we conclude that \( Tz = z' \). \( \square \)

As observed by A. Vogt [13], the Mazur–Ulam theorem can be extended to all surjective maps \( T: E \to F \) (acting on real normed spaces of dimension \( \geq 2 \)) which preserve equality of distances,
\[
\|x - y\| = \|u - v\| \implies \|Tx - Ty\| = \|Tu - Tv\|.
\]
It is open whether this result remains valid in the more general framework of Theorem 1.

3. Midpoints within Bruhat-Tits spaces

The presence of \( \text{Sym}^{++}(n,\mathbb{R}) \) among the Mazur-Ulam spaces is just the peak of the iceberg. In fact, many other symmetric cones play the same property due to the presence of a special metric structure.

A Bruhat-Tits space is a complete metric space \( M = (M,d) \) which verifies the semiparallelogram law, that is, for every pair of points \( x \) and \( y \) in \( M \) there is a point \( z \) such that
\[
d(x,y)^2 + 4d(z,w)^2 \leq 2d(x,w)^2 + 2d(y,w)^2 \quad \text{for all} \quad w \in M.
\]
As in the particular case of Hilbert spaces (when equality occurs), the point \( z \) appearing in the semiparallelogram law is the unique point in \( M \) satisfying
\[
d(x,z) = d(y,z) = \frac{1}{2}d(x,y).
\]
We shall call \( z \) the midpoint between \( x \) and \( y \).

A basic source of Bruhat-Tits spaces (which are also Mazur-Ulam spaces) is as follows:
Theorem 2. Let $M = (M, d)$ be a metric space such that:

i) For each pair of points $x$ and $y$ in $M$ there is an isometry $G : M \to M$ with $Gx = y$.

ii) There exists a Hilbert space $H$ and a continuous bijection $\exp : H \to M$ such that $\|a - b\| \leq d(\exp(a), \exp(b))$ for all $a, b \in H$, and $\exp$ restricted to any line $\mathbb{R}c$ is an isometry.

iii) There is a pairing $\#: M \times M \to M$ such that any equality of the form $G(x\#y) = \exp(0)$ for $G : M \to M$ an isometry is possible only when $\log Gx = -\log Gy$, where $\log : M \to H$ is an inverse of $\exp : H \to M$.

Then $M$ is a Bruhat-Tits space and $x\#y$ is the midpoint of $x$ and $y$ for all $x, y \in M$. Furthermore, each isometry $G : M \to M$ preserves midpoints and $\#$ is the only pairing satisfying $\exp((a + b)/2) = \exp(a)\#\exp(b)$ whenever $a, b \in \mathbb{R}c$ and $c \in H$.

The details are covered by Proposition 4.2 in [6], p. 805.

One can easily prove that $M = \text{Sym}^{++}(n, \mathbb{R})$ verifies the hypothesis of Theorem 2 above. In fact, in this case we may choose as $H$ the space $\text{Sym}(n, \mathbb{R})$, of all $n \times n$ dimensional symmetric matrices with real coefficients, endowed with the inner product
\[
\langle A, B \rangle = \text{trace}(AB).
\]

The corresponding exponential map $\exp : H \to M$ is given by the familiar formula
\[
\exp(A) = \sum_{n=0}^{\infty} \frac{A^n}{n!}.
\]

It is worth to notice that $\text{Sym}^{++}(n, \mathbb{R})$ is actually a Cartan-Hadamard manifold. These manifolds are complete simply connected Riemannian manifolds with semi-negative curvature. See [5], Ch. XI. In their case the Riemannian metric provides a structure of Bruhat-Tits space. Examples are the symmetric cones $\Omega = \exp(V)$, attached to Euclidean Jordan algebras $V$. See [6] and references therein.

4. Generalized convexity in Mazur-Ulam spaces

As mentioned in the introduction, the Mazur-Ulam spaces constitute a natural framework for a generalized theory of convexity, where the role of the arithmetic mean is played by a midpoint pairing.

Suppose that $M' = (M', d', \#')$ and $M'' = (M'', d'', \#'')$ are two Mazur-Ulam spaces, with $M''$ a subinterval of $\mathbb{R}$. A continuous function $f : M' \to M''$ is called convex (more precisely, $(\#', \#'')$-convex) if
\[
f(x\#'y) \leq f(x)\#''f(y) \quad \text{for all } x, y \in M'
\]
and concave if the opposite inequality holds. If
\[
f(x\#'y) = f(x)\#''f(y) \quad \text{for all } x, y \in M'
\]
then the function $f$ is called affine.

Every subinterval of $\mathbb{R}$ (endowed with the pairing associated to the arithmetic mean) is a Mazur-Ulam space and thus the above framework provides a generalization of the usual notion of convex function.
When $M' = M'' = (\mathbb{R}^*_+, \delta, G)$, the convex functions $f : \mathbb{R}^*_+ \to \mathbb{R}^*_+$ in the sense of (4.1) are precisely the multiplicatively convex functions. Their theory can be easily deduced from the general theory of usual convex functions by a change of variable and function. In fact, $f : \mathbb{R}^*_+ \to \mathbb{R}^*_+$ is multiplicatively convex if and only if $\log \circ f \circ \exp : \mathbb{R} \to \mathbb{R}$ is convex in the usual sense. See [9] or [10] for details.

When $M' = \mathbb{R}$ and $M'' = (\mathbb{R}^*_+, \delta, G)$, we recover the class of log-convex functions, that is, of those continuous functions $f : \mathbb{R} \to \mathbb{R}^*_+$ such that

$$f \left( \frac{x + y}{2} \right) \leq \sqrt{f(x)f(y)} \text{ for all } x, y \in \mathbb{R}.$$ 

Due to the arithmetic mean-geometric mean inequality, this class is contained in the class of convex functions and every nondecreasing log-convex function is also multiplicatively convex.

Things become considerably more technical in the case where $M'$ is the cone $\text{Sym}^{++}(n, \mathbb{R})$. A notable example of an affine function $f : \text{Sym}^{++}(n, \mathbb{R}) \to \mathbb{R}$ is $f = \log \det$, but few is known on the corresponding class of convex functions.

In fact, an important feature of the usual theory of convex functions is the possibility to extend the basic inequality (4.1) to all convex combinations of finitely many points, and then to random variables attached to probability fields.

The analogue of $(1 - \lambda)x + \lambda y$ in the context of $\text{Sym}^{++}(n, \mathbb{R})$ is $A^\lambda B = A^{1/2}(A^{-1/2}BA^{-1/2})^\lambda A^{1/2}$, and this formula was investigated by F. Kubo and T. Ando [4] from the point of view of noncommutative means. As concerns the noncommutative analogue of $A^\lambda B$ for three (or finitely many) positive matrices, the theory is only at the beginning. An interesting approach was recently proposed by C.-K. Li and R. Mathias [7].

Besides the question on the generality of the Jensen inequality (as well as of all other basic inequality) within the above theory of convexity associated to midpoints, many others important questions remain open. We shall mention here the problem of an analogue of the gamma function,

$$\Gamma : (0, \infty) \to \mathbb{R}, \quad \Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \text{ for } x > 0$$

in the case of $\text{Sym}^{++}(n, \mathbb{R})$, $n \geq 2$.

The famous Bohr-Mollerup theorem asserts that $\Gamma$ is the unique function $f : (0, \infty) \to \mathbb{R}$ which verifies the following three conditions:

- $\Gamma 1)$ the functional equation $f(x + 1) = xf(x)$;
- $\Gamma 2)$ the normalization condition $f(1) = 1$;
- $\Gamma 3)$ the condition of log-convexity.

1Corrected, March 3, 2008. In the original text, the definition of log-convexity was not accurate.

See [1], or [10], pp. 50-52. On the other hand, D. Gronau and J. Matkowski [3] proved a characterization of $\Gamma$ within the class of multiplicatively convex functions, by replacing $\Gamma 3)$ with the following condition:

$\Gamma \Gamma') f$ is multiplicatively convex on an interval $(a, \infty)$, for some $a > 0$.

The problem whether these results have an analogue when $(0, \infty)$ is replaced by $\text{Sym}^{++}(n, \mathbb{R})$, with $n \geq 2$, is left open.
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