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Preface

A more accurate title for these notes would be: “The Hahn–Banach–Lagrange theorem, Convex analysis, Symmetrically self–dual spaces, Fitzpatrick functions and monotone multifunctions”.

The Hahn–Banach–Lagrange theorem is a version of the Hahn–Banach theorem that is admirably suited to applications to the theory of monotone multifunctions, but it turns out that it also leads to extremely short proofs of the standard existence theorem of functional analysis, a minimax theorem, a Lagrange multiplier theorem for constrained convex optimization problems, and the Fenchel duality theorem of convex analysis.

Another feature of the Hahn–Banach–Lagrange theorem is that it can be used to transform problems on the existence of continuous linear functionals into problems on the existence of a single real constant, and then obtain a sharp lower bound on the norm of the linear functional satisfying the required condition. This is the case with both the Lagrange multiplier theorem and the Fenchel duality theorem applications mentioned above.

A multifunction from a Banach space into the subsets of its dual can, of course, be identified with a subset of the product of the space with its dual. Simon Fitzpatrick defined a convex function on this product corresponding with any such multifunction. So part of these notes is devoted to the rather special convex analysis for the product of a Banach space with its dual.

The product of a Banach space with its dual is a special case of a “symmetrically self–dual space”. The advantage of going to this slightly higher level of abstraction is not only that it leads to more general results but, more to the point, it cuts the length of each proof approximately in half which, in turn, gives a much greater insight into the nature of the processes involved. Monotone multifunctions then correspond to subsets of the symmetrically self–dual space that are “positive” with respect to a certain quadratic form.

We investigate a particular kind of convex function on a symmetrically self–dual space, which we call a “BC–function”. Since the Fitzpatrick function of a maximally monotone multifunction is always a BC–function, these BC–functions turn out to be very successful for obtaining results on maximally monotone multifunctions on reflexive spaces.
The situation for nonreflexive spaces is more challenging. Here, it turns out that we must consider two symmetrically self–dual spaces, and we call the corresponding convex functions “BC–functions”. In this case, a number of different subclasses of the maximally monotone multifunctions have been introduced over the years — we give particular attention to those that are “of type (ED)”. These have the great virtue that all the common maximally monotone multifunctions are of type (ED), and maximally monotone multifunctions of type (ED) have nearly all the properties that one could desire. In order to study the maximally monotone multifunctions of type (ED), we have to introduce a weird topology on the bidual which has a number of very nice properties, despite that fact that it is not normally compatible with its vector space structure.

These notes are somewhere between a sequel to and a new edition of [98]. As in [98], the essential idea is to reduce questions on monotone multifunctions to questions on convex functions. In [98], this was achieved using a “big convexification” of the graph of the multifunction and the “minimax technique” for proving the existence of linear functionals satisfying certain conditions. The “big convexification” is a very abstract concept, and the analysis is quite heavy in computation. The Fitzpatrick function gives another, more concrete, way of associating a convex function with a monotone multifunction. The problem is that many of the questions on convex functions that one obtains require an analysis of the special properties of convex functions on the product of a Banach space with its dual, which is exactly what we do in these notes. It is also worth noting that the minimax theorem is hardly used here.

We envision that these notes could be used for four different possible courses/seminars:
• An introductory course in functional analysis which would, at the same time, touch on minimax theorems and give a grounding in convex Lagrange multiplier theory and the main theorems in convex analysis.
• A course in which results on monotonicity on general Banach spaces are established using symmetrically self–dual spaces and Fitzpatrick functions.
• A course in which results on monotonicity on reflexive Banach spaces are established using symmetrically self–dual spaces and Fitzpatrick functions.
• A seminar in which the more technical properties of maximal monotonicity on general Banach spaces that have been established since 1997 are discussed.

We give more details of these four possible uses at the end of the introduction.

I would like to express my sincerest thanks to Heinz Bausckhe, Patrick Combettes, Michael Crandall, Carl de Boor, Radu Ioan Boț, Juan Enrique Martínez-Legaz, Xianfu Wang and Constantin Zălinescu for reading preliminary versions of parts of these notes, making a number of excellent suggestions and, of course, finding a number of errors.
Of course, despite all the excellent efforts of the people mentioned above, these notes doubtless still contain errors and ambiguities, and also doubtless have other stylistic shortcomings. At any rate, I hope that there are not too many of these. Those that do exist are entirely my fault.

Stephen Simons
September 23, 2007
Santa Barbara
California
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Introduction

These notes fall into three distinct parts. In Chapter I, we discuss the “Hahn–Banach–Lagrange theorem”, a new version of the Hahn–Banach theorem, which gives very efficient proofs of the main existence theorems in functional analysis, optimization theory, minimax theory and convex analysis. In Chapter II, we zero in on the applications to convex analysis. In the remaining five chapters, we show how the results of the first two chapters can be used to obtain a large number of results on monotone multifunctions, many of which have not yet appeared in print.

**Chapter I:** The main result in Chapter I is the “Hahn-Banach-Lagrange” theorem, which first appeared in [102]. We prove this result in Theorem 1.11, discuss the classical functional analytic applications in Section 2 (namely the “Sandwich theorem” in Corollary 2.1, the “extension form of the Hahn–Banach theorem” in Corollary 2.2, and the “one dimensional form of the Hahn–Banach theorem” in Corollary 2.4) and give an application to a classical minimax theorem in Section 3. In Section 4, we introduce the results from classical Banach space theory that we shall need. In Section 5, we prove, among other things, a minimax criterion for a subset of a Banach space to be weakly compact using the concepts of “excess” and “duality gap”. The contents of this section first appeared in [101].

In Section 6, we give a necessary and sufficient condition for the existence of Lagrange multipliers for constrained convex optimization problems (generalizing the classical sufficient “Slater condition”), with a sharp lower bound on the norm of the multiplier. We also prove a similar result for Karush–Kuhn–Tucker problems for functions with convex Gateaux derivatives. Some of the results on Lagrange multipliers first appeared in [103]. In the flowchart below, we show the dependencies of the sections in Chapter I. We note, in particular, that Section 6 does not depend on Sections 2–5.

---
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Chapter II: As explained above, Chapter II is about convex analysis. We start our discussion in Section 7 by using the Hahn-Banach-Lagrange theorem to obtain a necessary and sufficient condition for the Fenchel duality theorem to hold for two convex functions on a normed space, with a sharp lower bound on the norm of the functional obtained. (Incidentally, this approach avoids the aggravating problem of the “vertical hyperplane” that so destroys the elegance of the usual approach through the Eidelheit separation theorem.) This sharp version of the Fenchel duality theorem is in Theorem 7.4, and it is explained in Remark 7.6 how the lower bound obtained is of a very geometric character.

While the concept of Fenchel conjugate is introduced in Section 7 with reference to a convex function on a normed space, in fact this causes no end of confusion when dealing with monotone multifunctions on a nonreflexive Banach space. The way out of this problem (as has been observed by many authors) is to define Fenchel conjugates with respect to a dual pair of spaces. This is what we do in Section 8, and it enables a painless transition to the locally convex case. As we will see in Section 22, this is exactly what we need for our discussion of monotone multifunctions on a nonreflexive Banach space. We present a necessary and sufficient condition for the Fenchel duality theorem to be true in this sense in Theorem 8.1, and in Theorem 8.4 we present a unifying sufficient condition that implies the results that are used in practice, the versions due to Rockafellar and Attouch–Brezis. Theorem 8.4 uses the binary operation \( \ominus \) defined in Notation 8.3.

In Section 9, we return to the normed case and give some results of a more numerical character, in which we explore the properties of the function \( \frac{1}{2} \| \cdot \|^2 \). These results will enable us to give a precise expression for the minimum norm of the resolvent of a maximally monotone multifunction on a reflexive Banach space in Theorem 29.5.

We bootstrap Theorem 8.4 in Section 10, and obtain sufficient conditions for the “inf–convolution” formula for the conjugate of a sum to hold, and give as application in Corollary 10.4 a consequence that will be applied in Theorem 21.10 to the existence of autoconjugates in SSDB spaces. This bootstrapping operation exhibits the well known fact that results on the conjugate of a sum are very close to the Fenchel duality theorem. However, these concepts are not interchangeable, and in Section 11 we give examples which should serve to distinguish them (giving examples of the failure of “stability” in duality).

In Section 12, we introduce the concepts of the biconjugate of a convex function, and the Fenchel–Moreau points of a convex function on a locally convex space. We deduce the Fenchel–Moreau formula in Corollary 12.4 in the case where the function is lower semicontinuous. Some of these results first appeared in [102].

We collect together in Sections 13 and 14 various results on convex functions that depend ultimately on Baire’s theorem. The “dom lemma”, Lemma 13.3, is a generalization to convex functions of the classical uniform bounded-
ness (Banach Steinhaus) theorem (see Remark 13.6) and the “⊖-theorem”, Theorem 14.2 (which uses the operation ⊖ already mentioned) is a generalization to convex functions of the classical open mapping theorem (see Remark 14.4). Both of these results will be applied later on to obtain results on monotonicity. We can think of the dom lemma and the ⊖-theorem as “quantitative” results, since their main purpose is to provide numerical bounds. Associated with them are two “qualitative” results, the “dom corollary”, Corollary 13.5, and the “⊖-corollary”, Corollary 14.3, from which the numerics have been removed. The ⊖-corollary will also be of use to us later on. In Remark 14.5, we give a brief discussion of convex Borel sets and functions.

In Theorem 15.1, we show how the ⊖-theorem leads to the Attouch–Brezis version of the Fenchel duality theorem, which we will use (via the local transversality theorem, Theorem 21.12, and Theorem 30.1) to prove various surjectivity results, including an abstract Hammerstein theorem; and in Theorem 16.4 we obtain a bivariate version of the Attouch-Brezis theorem, which we will use in Theorem 24.1 (via Lemma 22.9) and in Theorem 35.8 (a result that is fundamental for the understanding of maximally monotone multifunctions on nonreflexive Banach spaces). This bivariate version of the Attouch–Brezis theorem first appeared in [108].

Chapter III: In Chapter III, we will discuss the basic result on monotonicity. Section 17 starts off with a conventional discussion of multifunctions, monotonicity and maximal monotonicity. Remark 17.1 is a bridge in which we show that if $E$ is a Banach space then there is a vector space $B$ and a quadratic form $q$ on $B$ such that if $S : E \rightrightarrows E^*$ is a multifunction then there is a subset $A$ of $B$ such that $S$ is monotone if and only if $b, c \in A \implies q(b-c) \geq 0$. Actually $B = E \times E^*$ and $A = G(S)$, but this paradigm leads to a strict generalization of monotonicity, in which the proofs are much more concise.

In Section 18, we digress a little from the general theory in order to give a short proof of Rockafellar’s fundamental result that the subdifferential of a proper convex lower semicontinuous function on a Banach space is maximally monotone. In Theorem 18.1 and Theorem 18.2 we give the formula for the subdifferential of the sum of convex functions under two different hypotheses, in Corollary 18.5 and Theorem 18.6, we show how to deduce the Brøndsted–Rockafellar theorem from Ekeland’s variational principle and the Hahn–Banach–Lagrange theorem, and then we come finally to our proof of the maximal monotonicity of subdifferentials in Theorem 18.7, which is based on the very elegant one found recently by M. Marques Alves and B. F. Svaiter in [59]. We also give in Corollary 18.3 and Theorem 18.10 two results about normal cones that will be useful later on. Readers who are familiar with the formula for the subdifferential of the sum of convex functions and the Brøndsted–Rockafellar theorem should be able to understand this section without having to read any of the previous sections.
We return to our development of the general theory in Sections 19-21. In Section 19, we introduce the concept of a SSD (symmetrically self–dual) space, a nonzero real vector space with a symmetric bilinear form which separates points. This bilinear form defines a quadratic form, \( q \), in the obvious way. In general, this quadratic form is not positive, but we isolate certain subsets of a SSD space that we will call “\( q \)–positive”. Appropriate convex functions on the SSD space define \( q \)–positive sets. We zero in on a subclass of the convex functions on a SSD space which we call “BC–functions”. Critical to this enterprise is the self–dual property, because the conjugate of a convex function has the same domain of definition as the original convex function. Lemma 19.12 contains an unexpected result on BC–functions, but the most important result on BC–functions is undoubtedly the transversality theorem, Theorem 19.16, which leads (via Theorem 21.4) to generalizations of Rockafellar’s classical surjectivity theorem for maximally monotone multifunctions on a reflexive Banach space (see Theorem 29.5) together with a sharp lower bound on the norm of solutions in terms of the Fitzpatrick function (see Theorem 29.6), and to sufficient conditions for the sum of maximally monotone multifunctions on a reflexive Banach space to be maximally monotone (see Theorem 24.1). Section 19 concludes with a discussion of how every \( q \)–positive set, \( A \), gives rise to a convex function, \( \Phi_A \) (this construction is an abstraction of the construction of the “Fitzpatrick function” that we will consider in Section 23). In Section 20, we introduce maximally \( q \)–positive sets, and show that the convex function determined by a maximally \( q \)–positive set is a BC–function.

In Section 21, we introduce the SSDB spaces, which are SSD spaces with an appropriate Banach norm. Roughly speaking, the additional structure that SSDB spaces possess over SSD spaces is ultimately what accounts for the fact that maximally monotone multifunctions on reflexive Banach spaces are much more tractable than maximally monotone multifunctions on general Banach spaces. That is not to say that the SSD space determined by a nonreflexive Banach space does not have a norm structure, the problem is that this norm structure is not “appropriate”. Apart from Theorem 21.4, which we have already mentioned, the other important results in this section are Theorem 21.10 on the existence of autoconjugates, Theorem 21.11, which gives a formula for a maximally \( q \)–positive superset of a given nonempty \( q \)–positive set, and the local transversality theorem, Theorem 21.12, which leads ultimately to a number of surjectivity results, including an abstract Hammerstein theorem in Section 30.

We start considering in earnest the special SSD space \( E \times E^* \) (where \( E \) is a nonzero Banach space) in Section 22. We first prove some preliminary results which depend ultimately on Rockafellar’s version of the Fenchel duality theorem introduced in Corollary 8.6. It is important to realize that, despite the fact that \( E \) is a Banach space, we need Corollary 8.6 for \textit{locally convex} spaces since the topology we are using for this result is the topology...
Theorem 22.5 has a precise description of the projection on $E$ of the domain of the conjugate of a proper convex function on $E \times E^*$ in terms of a related convex function on $E$. In Theorem 22.8, we establish the equality of six sets determined by certain proper convex functions on $E \times E^*$, and in Lemma 22.9 we prove a result which will be critical for our treatment of sum theorems for maximally monotone multifunctions in Theorem 24.1.

In Section 23, we show how the concepts introduced in Sections 19–21 specialize to the situation considered in Section 22. The $q$–positive sets introduced in Section 19 then become the graphs of monotone multifunctions, the maximally $q$–positive sets introduced in Section 20 then become the graphs of maximally monotone multifunctions and the function $\Phi_A$ determined by a $q$–positive set $A$ introduced in Section 19 becomes the Fitzpatrick function, $\varphi_S$, determined by a monotone multifunction $S$. The Fitzpatrick function was originally introduced in [41] in 1988, but lay dormant until it was rediscovered by Martínez-Legaz and Théra in [62] in 2001.

This is an appropriate place for us to make a comparison between the analysis presented in these notes with the analysis presented in [98]. In both cases, the essential idea is to reduce questions on monotone multifunctions to questions on convex functions. In [98], this was achieved using a “big convexification” of the graph of the multifunction and the “minimax technique” for proving the existence of linear functionals satisfying certain conditions. This technique is very successful for working back from conjectures, and finding conditions under which they hold. On the other hand, the “big convexification” is a very abstract concept, and the analysis is quite heavy in computation. Now the Fitzpatrick function gives another way of associating a convex functions with a monotone multifunction, and this can also be used to reduce questions on monotone multifunctions to questions on convex functions. The problem is that many of the questions on convex functions that one obtains require an analysis of the special properties of convex functions on $E \times E^*$. This is exactly the analysis that we perform in Section 22, and later on in Section 35. As already explained, the SSD spaces introduced in Sections 19–21 give us a strict generalization of monotonicity. More to the point, the fact that the notation is more concise enables us to get a much better grasp of the underlying structures. A good example of this is Theorem 35.8, a relatively simple result with far–reaching applications to the classification of maximally monotone multifunctions on nonreflexive spaces. Another example is provided by Section 46 on maximally monotone multifunctions with convex graph.

We now return to our discussion of Section 23. We also introduce the “fitzpatrickification”, $S_\varphi$, of a monotone multifunction, $S$. This is a multifunction with convex graph which is normally much larger than the graph of $S$. $S_\varphi$ is, in general, not monotone, but it is very useful since its use shortens the statements of many results considerably. The final result of this section,
Lemma 23.9, will be used in our discussion of the sum problem in Theorem 24.1 and the Brezis–Haraux condition in Theorem 31.4.

In Section 24, we give sufficient conditions for the sum of maximally monotone multifunctions to be maximally monotone. These results will be extended in the reflexive case in Section 32, and we will discuss the nonreflexive case in Chapter VII.

Chapter IV: In Chapter IV, we use results from Sections 4, 12, 18 and 23 to establish a number of results on monotone multifunctions on general Banach spaces. Section 25 is devoted to the single result that a maximally monotone multifunction with bounded range has full domain, and in Section 26, we prove a local boundedness theorem for any (not necessarily maximally) monotone multifunction on a Banach space. Specifically, we prove that a monotone multifunction, $S$, is locally bounded at any point surrounded by $D(S)$.

In Section 27, we prove the “six set theorem”, Theorem 27.1, that if $S$ is maximally monotone then the six sets $\text{int } D(S)$, $\text{int } (\text{co } D(S))$, $\text{sur } D(S)$, $\text{sur } (\text{co } D(S))$ and $\text{sur } D(S_\varphi)$ coincide and its consequence, the “nine set theorem”, Theorem 27.3, that, if $\text{sur } D(S_\varphi) \neq \emptyset$, then the nine sets $\overline{D(S)}$, $\overline{D(S_\varphi)}$, $\text{int } D(S)$, $\text{int } (\text{co } D(S))$, $\text{int } D(S_\varphi)$, $\text{sur } D(S)$, $\text{sur } (\text{co } D(S))$ and $\text{sur } D(S_\varphi)$ coincide. (“Sur” is defined in Section 13.) The six set theorem and the nine set theorem not only extend the results of Rockafellar that $\text{int } D(S)$ is convex and that, if $\text{int } (\text{co } D(S)) \neq \emptyset$ then $\overline{D(S)}$ is convex, but also answer in the affirmative a question raised by Phelps, namely whether an absorbing point of $D(S)$ is necessarily an interior point. In Theorem 27.5 and Theorem 27.6, we give sufficient conditions that $\overline{D(S)} = \overline{D(S_\varphi)}$ and $\overline{R(S)} = \overline{R(S_\varphi)}$ — these conditions do not have any interiority hypotheses.

Section 28 contains the results that if $S$ is maximally monotone then the closed linear hull of $D(S_\varphi)$ is identical with the closed linear hull of $D(S)$, and the closed affine hull of $D(S_\varphi)$ is identical with the closed affine hull of $D(S)$. The arguments here are quite simple, which is in stark contrast with the similar question for closed convex hulls. This section also contains some results for pairs of multifunctions, which will be used in our analysis of bootstrapped sum theorems for reflexive spaces in Section 32. We also give some results on the “restriction” of a monotone multifunction to a closed subspace. The results in this section depend ultimately on the result of Lemma 20.4 on $q$–positive sets that are “flattened” by certain elements of a SSD space.

Chapter V: Chapter V is concerned with maximally monotone multifunctions on reflexive Banach spaces. In Section 29, we use the theory of SSDB spaces developed in Section 21 to obtain various criteria for a monotone multifunctions on a reflexive Banach space to be maximally monotone. We deduce in Theorem 29.5 and Theorem 29.6 Rockafellar’s surjectivity theorem, together with a sharp lower bound on the norm of solutions in terms of the Fitzpatrick function. Theorem 29.8 contains an expression for a max-
imally monotone extension of a given nontrivial monotone multifunction on a reflexive space, and Theorem 29.9 gives Torralba’s analog in the context of maximally monotone multifunctions of the Brøndsted–Rockafellar theorem for convex lower semicontinuous functions.

In Section 30, we discuss more subtle surjectivity results. The main result here is Theorem 30.1, a general existence theorem for BC–functions, which has as applications (in Theorem 30.2) a nontrivial generalization of Theorem 29.5, and (in Theorem 30.4) an abstract Hammerstein theorem.

Section 31 is devoted to the Brezis–Haraux condition for \( R(S + T) \) to be close to \( R(S) + R(T) \). In fact, we show in Theorem 31.4(c) that stronger results are true under the condition \( R(S) + R(T) \subset R(S_\varphi + T_\varphi) \), and then in Corollary 31.6, that \( R(S) + R(T) \subset R(S_\varphi + T_\varphi) \) under the original Brezis–Haraux hypotheses.

The final three sections of Chapter V are concerned with various sufficient conditions for the sum of maximally monotone multifunctions on a reflexive Banach space to be maximally monotone, together with certain related identities. In Section 32, we use the results of Section 28 to bootstrap the result of Theorem 24.1(a), obtaining the “sandwiched closed subspace theorem”, Theorem 32.2, which first appeared in [108], and unifies sufficient conditions that have been established by various authors for the sum theorem to hold. In Section 33, we again use Theorem 24.1(a), this time to establish that several of the sets appearing in the above mentioned sufficient conditions are, in fact, identical. Finally, in Section 34, we use the theory of BC–functions to obtain various generalization of the Brezis–Crandall–Pazy “perturbation” result on the maximal monotonicity of the sum.

Chapter VI: In Chapter VI, we return to the discussion of monotonicity on possibly nonreflexive Banach spaces that we initiated in Chapters III and IV. Many of the nice results that we established in Chapter V either fail in this context, or the situation is not clear. The precise problem can be traced to the difference between SSD spaces and SSDB spaces.

Section 35 is a continuation of Section 22, but now we use the topology \( T_{\|\|}(E \times E^*) \) instead of the topology \( T_{\|\|}(E) \times w(E^*, E) \) on \( E \times E^* \). In this case, we are led to consider two SSD spaces, \( E \times E^* \) and \( (E \times E^*)^* = E^{**} \times E^* \). We start off Section 35 with some examples, and then give, in Lemma 35.4, Lemma 35.5, Lemma 35.6 and Lemma 35.7, analogs to our present situation of Lemma 19.13, Theorem 19.16, Theorem 21.4(b) and Lemma 22.9. These results are all combined to obtain the main result of this section, Theorem 35.8, which will ultimately be applied in Sections 37, 39, 40 and 41. Many subclasses of the class of maximally monotone multifunctions have been introduced, the basic idea being to define subclasses for which some of the properties of maximally monotone multifunctions on reflexive spaces continue to hold.

In Section 36, we introduce those that are “of type (D)”, “of type (NI)”, “of type (FP)”, “of type (FPV)”, “strongly maximally monotone”, “of type
(ANA)

The oldest of them, the maximally monotone multifunctions of “type (D)

were introduced by Gossez in 1971, while the others are much more recent. In addition to giving the definitions of these subclasses, we also discuss a number of related open problems. There is an eighth subclass of the class of maximally monotone multifunctions which has a very interesting theory, those that are “of type (ED)

The definition of these requires more preliminary work, and so it will be postponed until Section 38.

All of these subclasses share the property that it is hard to find a maximally monotone multifunctions that does not belong to the subclass. We now know that there are various inclusions between the subclasses. One of these will be the subject of Section 37, where we will prove that every maximally monotone multifunction of type (D) is automatically of type (FP).

The result of Section 37 first appeared in [100].

It is true (and was realized by Gossez) that it is advantageous to replace the topology $w(E^{**}, E^*) \times T_{\| \|}(E^*)$ on $E^{**} \times E^*$ in the definition of “type (D)” by a stronger one. In Section 38, we will define $T_{CLBN}(E^{**} \times E^*)$, which is such a replacement, and produces a subclass of the maximally monotone multifunctions that has a number of extremely attractive properties. $T_{CLBN}(E^{**} \times E^*)$ is defined in terms of a topology, $T_{CLB}(E^{**})$, on $E^{**}$ which lies between the weak* topology $w(E^{**}, E^*)$ and the norm topology $T_{\| \|}(E^{**})$. Despite the fact that $T_{CLB}(E^{**})$ has a number of pleasant properties, for reasons explained in the beginning of Section 38, $(E^{**}, T_{CLB}(E^{**}))$ will normally fail to be a topological vector space. The corresponding class of maximally monotone multifunctions, those that are of “type (ED)

will be introduced in Definition 38.3. We now give a graphic that serves to show the central position occupied by maximally monotone multifunctions of type (ED), and will provide a roadmap to some of the results of the following sections. We assume that $E$ is a nonzero Banach space and $S: E \rightrightarrows E^*$ is maximally monotone.

- $E$ is reflexive
- $S$ is a subdifferential
- $S$ is of type (ED)
- $G(S)$ is convex
- $S$ is of type (FPV)
- $S$ is of type (BR)
- $S$ is of type (ANA)
- $S$ is strongly maximal
- $S$ is of type (NI)
- $S$ is of type (ED)
- $S$ is of type (AN)
- $S$ is of type (FP)

37.1 46.1 46.1 36.3 38.3 39.1 46.1 38.4 38.4 46.1 38.4 42.6 42.6 46.1 46.1 40.1
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In Sections 39–42, we use the results of Section 35 to prove that maximally monotone multifunctions of type (ED) are always of type (FPV), strongly maximal, of type (ANA) and of type (BR), and also explore the connection between these multifunctions and coercivity. In particular, we deduce in Corollary 41.4 the classical result that a coercive maximally monotone multifunction on a reflexive space is surjective. The analysis of these four sections is based on results that first appeared in [100] and [106]. It is worth pointing out that we do not know of a maximally monotone multifunction of type (D) which is not of type (ED).

In [43] and [44], it was proved that if $S$ is maximally monotone of type (FP), or a certain condition involving approximate resolvents holds, then $R(S)$ is convex. In Section 43, we use Theorem 27.6 to show that, under either of these hypotheses, in fact $R(S) = \overline{R(S_\varphi)}$. In Section 44, we consider the fascinating question (already referred to in Problem 31.3) whether the maximal monotonicity of $S$ implies the convexity of $D(S)$. In order to put this question into context, we must now discuss Rockafellar’s sum problem. This is the following: if $S, T$ are maximally monotone and $D(S) \cap \text{int } D(T) \neq \emptyset$ then is $S + T$ maximally monotone? A solution to this problem has been announced recently, but the jury is still out on this. It follows from Theorem 44.1 that if the solution to this problem is positive then every maximally monotone multifunction is of type (FPV). Furthermore, it would then follow from Theorem 44.2 that, for every maximally monotone multifunction $S$, $\overline{D(S)} = \overline{\text{co } D(S)} = \overline{D(S_\varphi)}$ so, in particular, for every maximally monotone multifunction $S$, $\overline{D(S)}$ is convex.

In Section 45 we prove that, under certain circumstances, the biconjugate of the pointwise maximum of a finite number of functions is the maximum of their biconjugates. (See Corollary 45.5.) What is curious is that we can establish this result without having a simple explicit formula for the conjugate of this pointwise maximum. This result will be applied in Lemma 45.9 to obtain the fundamental property that $\hat{E}$ is dense in $(E^{**}, T_{\text{CLB}}(E^{**}))$, and also a stronger result too complicated to discuss here. Lemma 45.9 will be applied in our work on maximally monotone multifunctions with convex graph in Section 46, and in our proof that subdifferentials are maximally monotone of type (ED) in Section 48. Theorem 45.12 gives an unexpected characterization of the closure of certain convex subsets of $E^{**} \times E^*$ with respect to $T_{\text{CLBN}}(E^{**} \times E^*)$ — this will also be used in Section 46.

As we have already observed, in Section 46, we discuss maximally monotone multifunctions with convex graph. This is an important subclass of the maximally monotone multifunctions since it includes all affine maximally monotone operators, and all maximally monotone multifunctions whose inverse is an affine function. We prove in Theorem 46.1 that any such multifunction is always strongly maximal and of type (FPV) and, further, if such a multifunction is of type (NI) then it is of type (ED) and, in Theorem 46.3, we give a sufficient condition of “Attouch–Brezis” type for the sum of two such
maximally monotone multifunctions to be maximally monotone. In Section 47, we apply the results of Section 46 to possibly discontinuous linear operators, explaining the connections with known results. In addition, Theorem 47.1 contains a necessary and sufficient condition for a positive linear operator to be maximally monotone and we prove in Theorem 47.7 that every continuous positive linear operator is of type (ANA).

In Section 48, we first prove in Theorem 48.1 that if $f \in \mathcal{PCLSC}(E)$ then $\iota(G(\partial f))$ is dense in $G^{-1}(\partial f^*)$ in $T_{CLBN}(E^{**} \times E^*)$, from which we deduce in Theorem 48.4 that subdifferentials are of type (ED), of type (FP), of type (FPV), strongly maximally monotone, of type (ANA) and of type (BR). We also deduce in Corollary 48.8 a result that is approximately a considerable generalization of the Brøndsted–Rockafellar theorem. We emphasize that the results in Section 48 depend on Lemma 45.9(a), which depends ultimately on the formula for the biconjugate of a maximum that we established in Theorem 45.3.

In Section 49, we prove that the “subdifferential” of a closed saddle–function on the product of a Banach space and a reflexive Banach space is maximally monotone of type (ED).

**Chapter VII:** In this chapter, we give various sufficient conditions for the sum of maximally monotone multifunctions on a general Banach space to be maximally monotone. Andrew Eberhard and Jonathan Borwein have announced the following result: *if $E$ is a nonzero Banach space, $S, T: E \rightrightarrows E^*$ are maximally monotone and $D(S) \cap \text{int} D(T) \neq \emptyset$ then $S + T$ is maximally monotone.* While their paper is not in definitive form, in Section 50, we discuss the far–reaching implication of such a result. In Section 51, we use results from Section 24 and Section 28 to prove a mild generalization of Voisei’s theorem on the maximal monotonicity of the sum of two maximally monotone multifunctions $S$ and $T$ when $D(S)$ and $D(T)$ are closed and convex. In Section 52, we give sufficient conditions for $S + N_C$ to be maximally monotone, where $S: E \rightrightarrows E^*$ is monotone and $N_C$ is the normality map of a nonempty closed convex set and, in Section 53, we give a short proof of the result of Verona–Verona that $S + T$ is maximally monotone when $S$ is a subdifferential and $T$ is maximally monotone with full domain.

**Chapter VIII:** In this chapter, we collect together some of the open problems that have appeared in the body of the text.

**Chapter IX:** In this chapter, we provide a glossary of the definitions of the various classes of monotone multifunctions that we have introduced in the body of the text.

**Epilog**

We will shortly provide four flowcharts giving various possible uses for this volume. It is worth noting how important Section 23 is in the second, third and fourth of these. This simple idea due to Simon Fitzpatrick has had
an enormous impact on the theory of monotonicity. Simon’s death in 2004 at the untimely age of 51 was a tremendous loss to mathematics. Some idea of the scope of Simon’s work can be obtained from the memorial volume [42], and there is a short history of his life by Borwein et al. in [18].

The first of the promised charts shows the flow of logic for Chapters I and II. This material could be used for an introductory course in functional analysis which would, at the same time, touch on minimax theorems and give a grounding in convex Lagrange multiplier theory and the main theorems in convex analysis.

The next chart shows the flow of logic in Chapters III, IV and VII, starting from the appropriate sections in Chapters I and II. This material could be used as a basis for a course in which results on monotonicity on general Banach spaces are established using SSD spaces and Fitzpatrick functions.
The third chart shows the flow of logic in Chapter V, starting from the appropriate sections in Chapters I and II. This material could be used as a basis for a course in which results on monotonicity on reflexive Banach spaces are established using SSD spaces and Fitzpatrick functions.

The final chart shows the flow of logic in Chapter VI, starting from the appropriate sections in Chapters I, II, III, and IV. This contains an exposition of the more technical properties of maximal monotonicity on general Banach spaces that have been established since 1997.

These notes in no way claim to be an exhaustive study of convex analysis or monotonicity. We refer the reader to Zălinescu, [118], for such a study.
of convex analysis, and to Rockafellar and Wets, [82], for such a study of monotonicity in finite dimensional spaces.

We do not discuss the theory of cyclical monotonicity introduced by Rockafellar in [79]. We refer the reader to Bartz, Bauschke, Borwein, Reich and Wang, [5], for recent developments in this direction using a sequence of Fitzpatrick functions. We also do not discuss the Asplund decomposition of a maximally monotone multifunctions into the sum of a subdifferential and an acyclic maximally monotone multifunction, or of monotone variational inequalities. We refer the reader to Borwein, [17, Theorem 3.4, p. 571] and [17, Section 5.3, p. 580–581] for a discussion of these subjects.

Another topic that we do not discuss is the theory of monotonicity in Hilbert spaces. The connection between Fitzpatrick functions and the Kirszbraun-Valentine extension theorem in Hilbert spaces was explored by Reich–Simons in [72] and Borwein–Zhu in [23, Theorem 5.1.33, p. 179], and further results on this topic have been obtained by Bauschke in [7]. There is also the forthcoming book [10] by Bauschke and Combettes, in which convex analysis and monotonicity are discussed specifically in the Hilbert space setting.

We also do not discuss the semicontinuity of multifunctions, uscos and cuscos. These are treated in [23, Sections 5.1.4–5, pp. 173–177].
Introduction
I The Hahn-Banach-Lagrange theorem and some consequences

1 The Hahn–Banach–Lagrange theorem

The main topic of this section is the Hahn-Banach-Lagrange theorem, Theorem 1.11. This will be extended in Theorem 1.13, where we outline a generalization in which the functions are defined on an abstract set rather than on a convex subset of a vector space.

Theorem 1.11 is proved using the technique of the “auxiliary sublinear functional”. Most of the work for it is actually done in the technical Lemma 1.5.

In Lemma 1.2, we give a relatively little–known proof of the “sublinear form” of the Hahn–Banach theorem, using an argument which goes back to [87] (in which there were also applications to Choquet theory) and König, [52]. See Remark 1.3 for a discussion of why we use this particular method of proof. Here is the notation that we will need. Let $E$ be a nonzero vector space. (All vector spaces in these notes will be real.) For the moment we do not need any additional structure for $E$. A sublinear functional on $E$ is a map $P: E \rightarrow \mathbb{R}$ such that

\[ P \text{ is subadditive: } x_1, x_2 \in E \implies P(x_1 + x_2) \leq P(x_1) + P(x_2) \]

and

\[ P \text{ is positively homogeneous: } x \in E \text{ and } \lambda > 0 \implies P(\lambda x) = \lambda P(x). \]

It follows from this that $P(0) = P(2 \times 0) = 2 \times P(0)$, hence $P(0) = 0$. Consequently, the definition of positive homogeneity implies that:

\[ x \in E \text{ and } \lambda \geq 0 \implies P(\lambda x) = \lambda P(x). \]

We exclude the $\lambda = 0$ case from the definition in order to reduce the amount of work necessary in Lemmas 1.1, 1.2 and 1.5. We explain in Remark 1.4, why we cannot allow $P$ to take the value $+\infty$.

We recall that a seminorm on $E$ is a subadditive map $P: E \rightarrow [0, \infty]$ such that $x \in E$ and $\lambda \in \mathbb{R} \implies P(\lambda x) = |\lambda|P(x)$.

Note that a norm or a seminorm is an example of a sublinear functional. So also are linear functionals. Since nonzero linear functionals are never positive,
and norms and seminorms are, by definition, always positive, there are plenty of examples of sublinear functionals that are not norms or seminorms or linear. See the paper [54] by König for some of the subtler properties of sublinear functionals.

Our proof of Lemma 1.2 depends on the following simple lemma, which will be considerably generalized in Lemma 1.5. If $P$ and $Q$ are sublinear functionals on $E$, we write $Q \leq P$ if, for all $x \in E$, $Q(x) \leq P(x)$.

**Lemma 1.1.** Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Let $y \in E$. For all $x \in E$, let

$$P_y(x) := \inf_{\lambda > 0} \left[ P(x + \lambda y) - \lambda P(y) \right].$$

(1.1)

Then $P_y: E \to \mathbb{R}$, $P_y$ is sublinear, $P_y \leq P$ and $P_y(-y) \leq -P(y)$.

**Proof.** If $x \in E$ and $\lambda > 0$ then $\lambda P(y) = P(\lambda y) \leq P(x + \lambda y) + P(-x)$, hence

$$P(x + \lambda y) - \lambda P(y) \geq -P(-x).$$

Taking the infimum over $\lambda > 0$, $P_y(x) \geq -P(-x) > -\infty$. Thus $P_y: E \to \mathbb{R}$. We now prove that $P_y$ is subadditive. To this end, let $x_1, x_2 \in E$. Let $\lambda_1, \lambda_2 > 0$ be arbitrary. Then

$$[P(x_1 + \lambda_1 y) - \lambda_1 P(y)] + [P(x_2 + \lambda_2 y) - \lambda_2 P(y)]$$

$$\geq P(x_1 + x_2 + (\lambda_1 + \lambda_2)y) - (\lambda_1 + \lambda_2)P(y)$$

$$\geq P_y(x_1 + x_2).$$

Taking the infimum over $\lambda_1$ and $\lambda_2$, $P_y(x_1) + P_y(x_2) \geq P_y(x_1 + x_2)$. Thus $P_y$ is subadditive. Next, let $x \in E$ and $\mu > 0$. Then

$$P_y(\mu x) = \inf_{\lambda > 0} \left[ P(\mu x + \lambda y) - \lambda P(y) \right]$$

$$= \mu \inf_{\lambda > 0} \left[ P(x + (\lambda/\mu)y) - (\lambda/\mu)P(y) \right]$$

$$= \mu \inf_{\nu > 0} \left[ P(x + \nu y) - \nu P(y) \right] = \mu P_y(x).$$

Thus $P_y$ is positively homogeneous and, consequently, sublinear. If $x$ is an arbitrary element of $E$ then (taking $\lambda = 1$)

$$P_y(x) \leq P(x + y) - P(y) \leq P(x),$$

thus $P_y \leq P$. Similarly,

$$P_y(-y) \leq P(-y + y) - P(y) = -P(y).$$

We now prove the classical Hahn–Banach theorem for sublinear functionals, which is undoubtedly one of the most important results in functional analysis.

**Lemma 1.2.** Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Then there exists a linear functional $L$ on $E$ such that $L \leq P$. 
Theorem 1.4. Let $Q$ stand for the set of all sublinear functionals $Q$ on $E$ such that $Q \leq P$. We first prove that every nonempty totally ordered subset, $T$, of $Q$ has a lower bound in $Q$. To this end, let $Q(x) := \inf \{ T(x) : T \in T \}$. If $x \in E$ and $T \in T$ then, since $T$ is subadditive, $T(x) \geq -T(-x) \geq -P(-x)$. Taking the infimum over $T \in T$, $Q(x) \geq -P(-x) > -\infty$. Thus $Q : E \rightarrow \mathbb{R}$. We now prove that $Q$ is subadditive. To this end, let $x_1, x_2 \in E$. Let $T_1, T_2 \in T$ be arbitrary. If $T_1 \geq T_2$ then

$$T_1(x_1) + T_2(x_2) \geq T_2(x_1) + T_2(x_2) \geq T_2(x_1 + x_2) \geq Q(x_1 + x_2),$$

while if $T_2 \geq T_1$ then

$$T_1(x_1) + T_2(x_2) \geq T_1(x_1) + T_2(x_2) \geq T_1(x_1 + x_2) \geq Q(x_1 + x_2).$$

So, in either case, $T_1(x_1) + T_2(x_2) \geq Q(x_1 + x_2)$. Taking the infimum over $T_1$ and $T_2$ gives $Q(x_1) + Q(x_2) \geq Q(x_1 + x_2)$. Thus $Q$ is subadditive. It is easy to see that $Q$ is positively homogeneous, and so $Q$ is sublinear. Obviously, $Q \in Q$.

From Zorn’s lemma, there exists a minimal element, $L$, of $Q$. Now let $y \in E$. In the notation of Lemma 1.1, $L_y : E \rightarrow \mathbb{R}$ is sublinear, $L_y \leq L$ (from which $L \in Q$) and $L_y(-y) \leq -L(y)$. Since $L$ is minimal in $Q$, in fact $L_y = L$, and so $L(-y) \leq -L(y)$. On the other hand, since $L$ is subadditive, $L(-y) \geq -L(y)$. Combining together these two inequalities, $L(-y) = -L(y)$, so we can “pull minus signs” through $L$. If now $x \in E$ and $\lambda < 0$ then

$$L(\lambda x) = L(-(-\lambda)x) = -L((-\lambda)x) = -(-\lambda)L(x) = \lambda L(x), \quad (1.2)$$

and so $L$ is homogeneous. If $x_1, x_2 \in E$ then, since the subadditivity of $L$ gives $L(-x_1 - x_2) \leq L(-x_1) + L(-x_2)$, we have from three applications of (1.2) that

$$L(x_1 + x_2) = L(-(-x_1 - x_2)) = -L(-x_1 - x_2) \geq -L(-x_1) - L(-x_2) = L(x_1) + L(x_2) \geq L(x_1 + x_2),$$

and so $L(x_1 + x_2) = L(x_1) + L(x_2)$. Thus $L$ is linear. \hfill $\Box$

Remark 1.3. See Kelley–Namioka, [51, 3.4, p. 21] for a proof of Lemma 1.2 using cones, and Rudin, [83, Theorem 3.2, pp. 56–57] for a proof of Lemma 1.2 using an “extension by subspaces” argument. Since we will give Corollary 2.2 as (ultimately) a consequence of Lemma 1.2, it would seem better to avoid the “extension by subspaces” proof in order to dispel any suspicion of circularity. We have chosen to use the “minimal sublinear functional” argument, since it is most in tune with the other analysis in this section.

Remark 1.4. An extended sublinear functional on $E$ is a subadditive and positively homogeneous map $P : E \rightarrow [0, \infty]$ such that $P(0) = 0$. We first give an example (taken from [86]) of an extended sublinear functional for
which the analog of Lemma 1.2 fails. Let $E$ be the vector space of finitely nonzero sequences $\{x_n\}_{n \geq 1}$. If $m \geq 1$, let

$$E_m := \{ \{x_n\}_{n \geq 1} \in E: x_1, \ldots, x_{m-1} \leq 0, x_m < 0, x_{m+1} = x_{m+2} = \cdots = 0 \}.$$ 

Define $P: E \to ]-\infty, \infty]$ by

$$P(\{x_n\}_{n \geq 1}) := \begin{cases} 0, & \text{if } \{x_n\}_{n \geq 1} = 0; \\ m(x_1 + \cdots + x_m), & \text{if } m \geq 1 \text{ and } \{x_n\}_{n \geq 1} \in E_m; \\ \infty, & \text{otherwise}. \end{cases}$$

$P$ is an extended sublinear functional on $E$. For all $m \geq 1$, let $e^{(m)}$ be the $m$th basic vector of $E$. If $\varepsilon > 0$ then $-e^{(1)} - \varepsilon e^{(m)} \in E_m$ and so $P(-e^{(1)} - \varepsilon e^{(m)}) = -m(1+\varepsilon)$. Suppose now that $L$ were a linear functional on $E$ such that $L \leq P$. Then, for all $m \geq 1$ and $\varepsilon > 0$, we would have:

$$-L(e^{(1)}) - \varepsilon L(e^{(m)}) = L(-e^{(1)} - \varepsilon e^{(m)}) \leq -m(1+\varepsilon).$$

If we let $\varepsilon \to 0$ in this, we would obtain:

$$m \geq 1 \implies -L(e^{(1)}) \leq -m,$$

which is manifestly impossible since $L(e^{(1)}) \in \mathbb{R}$. On the other hand, the analog of Lemma 1.2 for extended sublinear functionals is true if $E$ is finite-dimensional (see [86, Corollary 3, p. 115]).

The next main result that we establish on our way to Theorem 1.11 is the Mazur–Orlicz theorem, Lemma 1.6. The Mazur-Orlicz theorem is not nearly as well known as it deserves to be — we refer the reader to the paper [53] by König for a number of applications of it to other fields of analysis. Splitting the proof of Theorem 1.11, as we have done here, enables us to avoid a considerable amount of computation compared to the original method used in [102]. The use of the Mazur–Orlicz theorem to prove the Hahn–Banach–Lagrange theorem was suggested to the author by Michael Crandall. We first prove a preliminary lemma, which subsumes Lemma 1.1.

**Lemma 1.5.** Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Let $D$ be a nonempty convex subset of a vector space and $\beta := \inf_D P \in \mathbb{R}$. For all $x \in E$, let

$$Q(x) := \inf_{d \in D, \lambda > 0} \left[ P(x + \lambda d) - \lambda \beta \right].$$

Then $Q: E \to \mathbb{R}$, $Q$ is sublinear, $Q \leq P$ and, for all $d \in D$, $-Q(-d) \geq \beta$.

**Proof.** If $x \in E$, $d \in D$ and $\lambda > 0$ then

$$P(x + \lambda d) - \lambda \beta \geq -P(-x) + \lambda P(d) - \lambda \beta \geq -P(-x) > -\infty.$$ 

Taking the infimum over $d \in D$ and $\lambda > 0$, $Q(x) \geq -P(-x) > -\infty$. Thus $Q: E \to \mathbb{R}$. It is easy to check that $Q$ is positively homogeneous, so to prove
that \( Q \) is sublinear it remains to show that \( Q \) is subadditive. To this end, let \( x_1, x_2 \in E \). Let \( d_1, d_2 \in D \) and \( \lambda_1, \lambda_2 > 0 \) be arbitrary. Write \( x := x_1 + x_2 \), \( \lambda := \lambda_1 + \lambda_2 \) and \( d := (\lambda_1/\lambda)d_1 + (\lambda_2/\lambda)d_2 \). Then

\[
\begin{align*}
[P(x_1 + \lambda_1 d_1) - \lambda_1 \beta] + [P(x_2 + \lambda_2 d_2) - \lambda_2 \beta] &\geq P(x + \lambda_1 d_1 + \lambda_2 d_2) - \lambda \beta \\
&= P(x + \lambda d) - \lambda \beta \\
&\geq Q(x) = Q(x_1 + x_2).
\end{align*}
\]

Taking the infimum over \( d_1, d_2, \lambda_1 \) and \( \lambda_2 \) gives \( Q(x_1) + Q(x_2) \geq Q(x_1 + x_2) \). Thus \( Q \) is subadditive, and consequently, sublinear. Fix \( d \in D \). Let \( x \) be an arbitrary element of \( E \). Then, for all \( \lambda > 0 \), \( Q(x) \leq P(x) + \lambda[P(d) - \beta] \). Letting \( \lambda \to 0 \), \( Q(x) \leq P(x) \). Thus \( Q \leq P \). Finally, let \( d \) be an arbitrary element of \( D \). Then, letting \( \lambda = 1 \) in (1.3),

\[
Q(-d) \leq P(-d + d) - \beta = -\beta,
\]

hence \( -Q(-d) \geq \beta \), which completes the proof of Lemma 1.5. \( \Box \)

We now come to the Mazur–Orlicz theorem:

**Lemma 1.6.** Let \( E \) be a nonzero vector space, \( P : E \to \mathbb{R} \) be sublinear and \( D \) be a nonempty convex subset of \( E \). Then there exists a linear functional \( L \) on \( E \) such that \( L \leq P \) and

\[
\inf_D L = \inf_D P.
\]

**Proof.** Let \( \beta := \inf_D P \). If \( \beta = -\infty \), the result is immediate from Lemma 1.2 (take any linear functional \( L \) on \( E \) such that \( L \leq P \)). So we can suppose that \( \beta \in \mathbb{R} \). Define the auxiliary sublinear functional, \( Q \), as in Lemma 1.5. From Lemma 1.2, there exists a linear functional \( L \) on \( E \) such that \( L \leq Q \). Since \( Q \leq P \), \( L \leq P \), as required. Let \( d \in D \). Then

\[
L(d) = -L(-d) \geq -Q(-d) \geq \beta.
\]

Taking the infimum over \( d \in D \),

\[
\inf_D L \geq \beta = \inf_D P.
\]

On the other hand, since \( L \leq P \),

\[
\inf_D L \leq \inf_D P.
\]

**Remark 1.7.** It is worth pointing out that the definition of the auxiliary sublinear functional used to prove Lemma 1.6 is “forced” in the sense that if \( L \) is linear, \( L \leq P \) and \( \beta = \inf_D P = \inf_D L \in \mathbb{R} \) then, as the reader can easily verify, \( L \leq Q \).

We shall see in Corollary 2.4 that any sublinear functional is the pointwise supremum of the linear functionals that it dominates. Thus if \( \inf_D P \in \mathbb{R} \) then \( Q \) is the pointwise supremum of the linear functionals \( L \) such that \( L \leq P \) and \( \inf_D L = \inf_D P \).
Let $X$ be a nonempty convex subset of a vector space, and $f: X \to \mathbb{R}$. We say that $f$ is convex if
\[ x, y \in X \text{ and } \lambda \in [0, 1[ \implies f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y). \]
We say that $f$ is concave if
\[ x, y \in X \text{ and } \lambda \in [0, 1[ \implies f(\lambda x + (1 - \lambda)y) \geq \lambda f(x) + (1 - \lambda)f(y). \]

**Definition 1.8.** If $X$ is a nonempty set and $f: X \to ]-\infty, \infty]$, we write \( \text{dom } f := \{ x \in X : f(x) \in \mathbb{R} \} \). The set \( \text{dom } f \) is the effective domain of $f$. We say that $f$ is proper if \( \text{dom } f \neq \emptyset \). Let $C$ be a nonempty convex subset of a vector space and \( \mathcal{P}C(C) \) stand for the set of all proper functions $k: C \to ]-\infty, \infty]$ such that \( \text{dom } k \) is convex, and the restriction of $k$ to \( \text{dom } k \) is convex in the sense already defined. Equivalently, instead of looking at the restriction of $k$ to \( \text{dom } k \), we can say
\[ x, y \in \tilde{C} \text{ and } \lambda \in [0, 1[ \implies k(\lambda x + (1 - \lambda)y) \leq \lambda k(x) + (1 - \lambda)k(y), \]
provided that we interpret $\infty + \infty$ to be $\infty$, and $\lambda \times \infty$ to be $\infty$ for $\lambda > 0$.

This extension of the definition of convex function is motivated by constrained optimization — if $X$ is a nonempty subset of a set $C$, $f: X \to \mathbb{R}$ and we are trying to find a minimum of $f$ over $X$, we can extend the definition of $f$ to be $+\infty$ on $C \setminus X$, and thereby produce a function defined over $C$. Clearly a minimum of the extended function over $C$ is identical with a minimum of the original function over $X$. So we frequently assume that our functions are defined on $C$, but take values in $]-\infty, \infty]$.

Now let $X$ and $Z$ be nonempty convex subsets of vector spaces and $f: X \to Z$. We say that $f$ is affine if
\[ x, y \in X \text{ and } \lambda \in [0, 1[ \implies f(\lambda x + (1 - \lambda)y) = \lambda f(x) + (1 - \lambda)f(y). \]

**Definition 1.9.** Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Define the vector ordering “\( \leq_P \)” on $E$ by declaring that $y \leq_P z$ if $P(y - z) \leq 0$. Let $C$ be a nonempty convex subset of a vector space and $j: C \to E$. We say that $j$ is $P$–convex if
\[ x_1, x_2 \in C, \mu_1, \mu_2 > 0 \text{ and } \mu_1 + \mu_2 = 1 \implies j(\mu_1 x_1 + \mu_2 x_2) \leq_P \mu_1 j(x_1) + \mu_2 j(x_2). \]

An affine function is clearly $P$–convex. Apart from the applications in Lemma 3.1 and Theorem 6.4(a), all the $P$–convex functions that we consider will, in fact, be affine.

**Remark 1.10.** “$P$–convex” can mean different things under different circumstances. Consider the special case when $E = \mathbb{R}$. If $P(y) := |y|$, $P(y) := y$, $P(y) := -y$ or $P(y) := 0$, respectively, then “$P$–convex” means “affine”, “convex”, “concave” or “arbitrary”, respectively.
We now come to the Hahn–Banach–Lagrange theorem, which will be used implicitly in nearly all the sections of these notes. In fact, we will use it explicitly in Corollary 2.1, Corollary 2.2, Lemma 3.1, Theorem 6.4, Example 7.1, Example 7.2, Theorem 8.1, Lemma 9.2, Theorem 12.2, Corollary 18.5, Theorem 46.1 and Lemma 47.2.

**Theorem 1.11.** Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Let $C$ be a nonempty convex subset of a vector space, $k \in PC(C)$ and $j: C \to E$ be $P$–convex. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ and

$$\inf_C [L \circ j + k] = \inf_C [P \circ j + k].$$

(1.4)

In fact, if we write $\mathcal{L}$ for the set of linear functionals $L$ on $E$ such that $L \leq P$, then we have

$$\inf_C [P \circ j + k] = \max_{L \in \mathcal{L}} \inf_C [L \circ j + k].$$

(1.5)

**Proof.** Define $Q: E \times \mathbb{R} \to \mathbb{R}$ by

$$Q(y, \lambda) := P(y) + \lambda \quad ((y, \lambda) \in E \times \mathbb{R}).$$

Then, as the reader can easily verify, $Q$ is sublinear. Let

$$D := \bigcup_{x \in C} \{(y, \lambda) \in E \times \mathbb{R}: P(j(x) - y) \leq 0, k(x) \leq \lambda\}$$

$$= \bigcup_{x \in C} \{(y, \lambda) \in E \times \mathbb{R}: j(x) \leq_P y, k(x) \leq \lambda\}.$$

$D$ is a convex subset of $E \times \mathbb{R}$. The Mazur–Orlicz theorem, Lemma 1.6, with $E$ replaced by $E \times \mathbb{R}$ and $P$ by $Q$, now gives a linear functional $M$ on $E \times \mathbb{R}$ such that

$$M \leq Q \text{ on } E \times \mathbb{R} \text{ and } \inf_D M = \inf_D Q.$$

Since $M \leq Q$ on $E \times \mathbb{R}$, there exists a linear functional $L$ on $E$ such that

$$L \leq P \text{ on } E \text{ and } (y, \lambda) \in E \times \mathbb{R} \implies M(y, \lambda) = L(y) + \lambda.$$

We now derive (1.4) since

$$\inf_D M = \inf_C [L \circ j + k] \text{ and } \inf_D Q = \inf_C [P \circ j + k],$$

which follows easily from the fact that, for all $x \in C$ and $y \in E$,

$$P(j(x) - y) \leq 0 \implies P \circ j(x) \leq P(j(x) - y) + P(y) \implies P \circ j(x) \leq P(y)$$

and

$$P(j(x) - y) \leq 0 \implies L(j(x) - y) \leq 0 \iff L \circ j(x) \leq L(y).$$

Finally, (1.5) follows immediately from (1.4). \qed

The following generalization of the Mazur–Orlicz theorem is due to König. The proof is similar to that of Lemma 1.6, but somewhat more technical.
Lemma 1.12. Let $E$ be a nonzero vector space, $P: E \to \mathbb{R}$ be sublinear and $D$ be a nonempty subset of $E$ such that

for all $d_1, d_2 \in D$, there exists $d \in D$ such that $P(d - \frac{1}{2}d_1 - \frac{1}{2}d_2) \leq 0$,

Then there exists a linear functional $L$ on $E$ such that $L \leq P$ and

$$\inf_D L = \inf_D P.$$  

Proof. See König, [53, Basic Theorem, p. 583].

We now give a generalization of Theorem 1.11, in which we dispense with the structure of $C$ as a convex set:

Theorem 1.13. Let $E$ be a nonzero vector space, $P: E \to \mathbb{R}$ be sublinear, $X$ be a nonempty set, $k: X \to ]-\infty, \infty]$ be proper and $j: X \to E$. Suppose that, for all $x_1, x_2 \in \text{dom } k$, there exists $u \in \text{dom } k$ such that

$$j(u) \leq P \left(\frac{1}{2}j(x_1) + \frac{1}{2}j(x_2)\right) \quad \text{and} \quad k(u) \leq \frac{1}{2}k(x_1) + \frac{1}{2}k(x_2).$$ (1.6)

Then there exists a linear functional $L$ on $E$ such that $L \leq P$ and

$$\inf_X \left[ L \circ j + k \right] = \inf_X \left[ P \circ j + k \right].$$

In fact, if we write $\mathcal{L}$ for the set of linear functionals $L$ on $E$ such that $L \leq P$, then we have

$$\inf_X \left[ P \circ j + k \right] = \max_{L \in \mathcal{L}} \inf_X \left[ L \circ j + k \right].$$

Proof. Let $D := \bigcup_{x \in X} \left\{ (y, \lambda) \in E \times \mathbb{R}: j(x) \leq_P y, k(x) \leq \lambda \right\}$, and define the sublinear functional $Q: E \times \mathbb{R} \to \mathbb{R}$ by $Q(y, \lambda) := P(y) + \lambda$. Let $d_1, d_2 \in D$. Then, for $i = 1, 2$, $d_i = (y_i, \lambda_i)$ where, for some $x_i \in \text{dom } k$, $j(x_i) \leq_P y_i$ and $k(x_i) \leq \lambda_i$. Choose $u \in \text{dom } k$ as in (1.6). Since

$$j(u) \leq P \left(\frac{1}{2}j(x_1) + \frac{1}{2}j(x_2)\right) \leq P \left(\frac{1}{2}y_1 + \frac{1}{2}y_2\right)$$

and

$$k(u) \leq \frac{1}{2}k(x_1) + \frac{1}{2}k(x_2) \leq \frac{1}{2}\lambda_1 + \frac{1}{2}\lambda_2,$$

it follows that

$$\left(\frac{1}{2}y_1 + \frac{1}{2}y_2, \frac{1}{2}\lambda_1 + \frac{1}{2}\lambda_2\right) \in D.$$  

The Mazur–Orlicz–König theorem, Lemma 1.12, now gives us a linear functional $M$ on $E \times \mathbb{R}$ such that $M \leq Q$ on $E \times \mathbb{R}$ and $\inf_D M = \inf_D Q$. The rest of the proof continues exactly as in Theorem 1.11.

The hypothesis (1.6) is somewhat similar to that of the minimax theorem in König, [52, p. 486] and our [89, Théorème 4, pp. 2-3].
2 Applications to functional analysis

Corollary 2.1 is the sandwich theorem (see [52, Theorem 1.7, p. 112]). It follows immediately from Theorem 1.11 with \( C := E \) and \( j(x) := x \).

**Corollary 2.1.** Let \( E \) be a nonzero vector space, \( P : E \to \mathbb{R} \) be sublinear, \( k \in \mathcal{PC}(E) \) and \( -k \leq P \) on \( E \). Then there exists a linear functional \( L \) on \( E \) such that \( -k \leq L \leq P \) on \( E \).

Corollary 2.2 is the extension form of the Hahn–Banach theorem. It follows immediately from Theorem 1.11 with \( C := F \), \( j(x) := x \) and \( k := -M \). It can also be deduced from Corollary 2.1 (see [52, Corollary 1.8, p. 112]).

**Corollary 2.2.** Let \( E \) be a nonzero vector space, \( F \) be a linear subspace of \( E \), \( P : E \to \mathbb{R} \) be sublinear, \( M : F \to \mathbb{R} \) be linear and \( M \leq P \) on \( F \). Then there exists a linear functional \( L \) on \( E \) such that \( L \leq P \) on \( E \) and \( L|_F = M \).

**Remark 2.3.** The analog of Corollary 2.2 for extended sublinear functionals fails, even for \( E = \mathbb{R}^2 \). The following example is taken from [86]: define \( P : \mathbb{R}^2 \to ]-\infty, \infty[ \) by

\[
P(x_1, x_2) := \begin{cases} 
0, & \text{if } x_1 \leq 0 \text{ and } x_2 = 0; \\
x_1, & \text{if } x_2 < 0; \\
\infty, & \text{otherwise}.
\end{cases}
\]

\( P \) is an extended sublinear functional on \( \mathbb{R}^2 \). Let \( F := \mathbb{R} \times \{0\} \subset \mathbb{R}^2 \) and \( M := 0 \) on \( F \). If \( L \) is a linear functional on \( \mathbb{R}^2 \) and \( L \leq P \) then, for all \( \varepsilon > 0 \),

\[-L(1, 0) - \varepsilon L(0, 1) = L(-1, -\varepsilon) \leq P(-1, -\varepsilon) = -1.\]

Letting \( \varepsilon \to 0 \) yields \( -L(1, 0) \leq -1 \), thus \( L|_F \neq M \).

Our next result, the “one–dimensional Hahn–Banach theorem” (which can also be deduced from Corollary 2.2, see Rudin, [83, Theorem 3.2, pp. 56–57] (exercise!)) follows immediately from the Mazur–Orlicz theorem, Lemma 1.6 by taking \( D := \{x\} \).

**Corollary 2.4.** Let \( P \) be a sublinear functional on \( E \) and \( x \in E \). Then there exists a linear functional \( L \) on \( E \) such that

\[ L \leq P \text{ on } E \quad \text{and} \quad L(x) = P(x). \]
3 A minimax theorem

As a general matter of notation: if \( \lambda, \mu \in \mathbb{R} \), we write \( \lambda \lor \mu \) for the maximum value of \( \lambda \) and \( \mu \), and \( \lambda \land \mu \) for the minimum value of \( \lambda \) and \( \mu \). The result contained in Lemma 3.1 can also be deduced from Fan–Glicksberg–Hoffman, [40, Theorem 1, p. 618], after some simple transformations. We note the total absence of topological hypotheses in Lemma 3.1 — this will be important for us later. Lemma 3.1 will not only be used in Theorem 3.2, but also twice in Theorem 5.1 and Lemma 45.1. In one of these uses, it is a substitute for the theory of locally convex spaces and the “bipolar theorem”.

**Lemma 3.1.** Let \( C \) be a nonempty convex subset of a vector space and \( f_1, \ldots, f_m \) be convex real functions on \( C \). Then there exist \( \lambda_1, \ldots, \lambda_m \geq 0 \) such that

\[
\inf_C [f_1 \lor \cdots \lor f_m] = \inf_C [\lambda_1 f_1 + \cdots + \lambda_m f_m].
\]

In fact, if \( \mathcal{L} := \{ (\lambda_1, \ldots, \lambda_m) \in \mathbb{R}^m : \lambda_1, \ldots, \lambda_m \geq 0, \lambda_1 + \cdots + \lambda_m = 1 \} \), then

\[
\inf_C [f_1 \lor \cdots \lor f_m] = \max_{(\lambda_1, \ldots, \lambda_m) \in \mathcal{L}} \inf_C [\lambda_1 f_1 + \cdots + \lambda_m f_m].
\]

**Proof.** Let \( E := \mathbb{R}^m \). Define the sublinear functional \( P: E \to \mathbb{R} \) by

\[
P(\mu_1, \ldots, \mu_m) := \mu_1 \lor \cdots \lor \mu_m,
\]

the \( P \)-convex function \( j: C \to E \) by \( j := (f_1(\cdot), \ldots, f_m(\cdot)) \) and the convex function \( k: C \to \mathbb{R} \) by \( k := 0 \). The result now follows from Theorem 1.11. \( \square \)

Let \( X, Y \) be nonempty sets, and \( h: X \times Y \to \mathbb{R} \). We shall write \( \inf_X \sup_Y h \) for \( \inf_{x \in X} \sup_{y \in Y} h(x, y) \), and use a corresponding shorthand for other similar expressions. It is easily seen that (exercise!) the inequality

\[
\sup_Y \inf_X h \leq \inf_X \sup_Y h \tag{3.1}
\]

is always satisfied. This inequality can be strict, take for instance \( X = Y = \{0, 1\} \) and \( h(x, y) = 0 \) if \( x \neq y \) and \( h(x, y) = 1 \) if \( x = y \). A **minimax theorem** is a theorem that gives conditions under which

\[
\sup_Y \inf_X h = \inf_X \sup_Y h.
\]

One final remark on notation: we shall say that \( h \) is “convex on \( X \)” if, for all \( y \in Y \), \( h(\cdot, y) \) is convex, and use a corresponding shorthand for other similar expressions.

There are many different minimax theorems (see our survey [94]). In Theorem 3.2, we shall use Lemma 3.1 to give a simple proof of a minimax theorem that follows from a result of Fan (see [39]). (See also the paper [52] by König and our paper [89] for simple generalizations of Fan’s result.) It is important to note that the set \( X \) has no topological structure. It is worth mentioning that Lemma 3.1 can be deduced from Theorem 3.2 (exercise!). Theorem 3.2 will be used explicitly in Theorem 46.1.
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Theorem 3.2. Let $X$ be a nonempty convex subset of a vector space, $Y$ be a nonempty convex subset of a vector space and $Y$ also be a compact Hausdorff topological space. Let $h: X \times Y \rightarrow \mathbb{R}$ be convex on $X$, and concave and upper semicontinuous on $Y$. Then
\[ \inf_X \max_Y h = \max_Y \inf_X h. \]

Proof. We can write “max” instead of “sup” because $h$ is upper semicontinuous on $Y$ and $Y$ is compact. Let $\alpha := \inf_X \max_Y h$. Let $x_1, \ldots, x_m \in X$. Then, from Lemma 3.1 with $C := Y$ and $f_i := -h(x_i, \cdot)$, there exist $\lambda_1, \ldots, \lambda_m \geq 0$ such that $\lambda_1 + \cdots + \lambda_m = 1$ and
\[ \max_{y \in Y} \left[ h(x_1, y) \wedge \cdots \wedge h(x_m, y) \right] = \max_{y \in Y} \left[ \lambda_1 h(x_1, y) + \cdots + \lambda_m h(x_m, y) \right]. \]
Since $h$ is convex on $X$,
\[ \max_{y \in Y} \left[ h(x_1, y) \wedge \cdots \wedge h(x_m, y) \right] \geq \max_{y \in Y} h(\lambda_1 x_1 + \cdots + \lambda_m x_m, y) \geq \alpha. \]
Thus
\[ \{ y \in Y: h(x_1, y) \geq \alpha \} \cap \cdots \cap \{ y \in Y: h(x_m, y) \geq \alpha \} \neq \emptyset. \]
Since $Y$ is compact Hausdorff, and $h$ is upper semicontinuous on $Y$, from the “finite intersection property” of the closed sets in $Y$,
\[ \bigcap_{x \in X} \{ y \in Y: h(x, y) \geq \alpha \} \neq \emptyset. \]
Hence $\max_{y \in Y} \inf_{x \in X} h(x, y) \geq \alpha$, that is to say,
\[ \max_Y \inf_X h \geq \inf_X \max_Y h. \]
The result of Theorem 3.2 now follows from (3.1). \qed

4 The dual and bidual of a normed space

If $E$ is a normed space, $E^*$ will stand for the dual space of $E$, the set of continuous linear functionals on $E$. If $L$ is a linear functional on $E$ then $L$ is continuous if, and only if,
\[ \| L \| := \sup_{x \in E, \| x \| \leq 1} L(x) < \infty. \]
If $x^* \in E^*$, we will write $\langle x, x^* \rangle$ for the value of $x^*$ at $x$. The reason for this notation is that we sometimes want to consider the elements of $E$ as functions on $E^*$ and “$\langle x, \cdot \rangle$” is easier to read than “$x(\cdot)$”. However, as we shall see later, despite the more symmetric nature of this notation, the situation is not totally symmetric. Anyhow, with this notation,
\[ \text{for all } x^* \in E^*, \quad \| x^* \| = \sup_{x \in E, \| x \| \leq 1} \langle x, x^* \rangle. \]
Note that \( \| \cdot \| \) does double duty both as the original norm of \( E \), and as the dual norm that we have defined for \( E^* \). However, no confusion will arise from this. Now the norm of \( E \) defines a topology on \( E \). However, it is frequently useful to consider the weak topology, \( w(E, E^*) \), which is defined as the smallest topology on \( E \) with respect to which all the functions \( \langle \cdot, x^* \rangle \ (x^* \in E^*) \) are continuous. We now introduce two other important concepts. The first is the weak* topology, \( w(E^*, E) \), which is defined as the smallest topology on \( E^* \) with respect to which all the functions \( \langle x, \cdot \rangle \ (x \in E) \) are continuous.

The main result about \( w(E^*, E) \) is the celebrated Banach–Alaoglu theorem, which we shall use in Corollary 5.4 and Theorem 41.1:

**Theorem 4.1.** Let \( E \) be a normed space and \( M \geq 0 \). Then the set \( \{ x^* \in E^*: \| x^* \| \leq M \} \) is \( w(E^*, E) \)–compact.

**Proof.** See Kelley–Namioka, [51, 17.4, p. 155]. □

In fact there is a stronger result that we shall use in Theorem 5.1(c), namely (exercise!):

**Theorem 4.2.** Let \( E \) be a normed space and \( P: E \to \mathbb{R} \) be a sublinear functional dominated by some scalar multiple of the norm of \( E \). Then \( \{ x^* \in E^*: x^* \leq P \text{ on } E \} \) is \( w(E^*, E) \)–compact.

One is tempted to hope that the result “dual” to Theorem 4.1 is true, that is to say: if \( M \geq 0 \) then \( \{ x \in E: \| x \| \leq M \} \) is \( w(E, E^*) \)–compact. We shall see below that this is not true in general.

The second important concept that we need at this time is that of the bidual, \( E^{**} \), of \( E \), which is defined to be the dual of the normed space \( E^* \). Any element of \( E \) “gives” an element of \( E^{**} \). More precisely, we can define a linear operator \( \hat{\cdot}: E \to E^{**} \) such that

\[ x \in E \text{ and } x^* \in E^* \implies \langle x^*, \hat{x} \rangle = \langle x, x^* \rangle. \]

In some senses, the map \( \hat{\cdot} \) gives a very tight connection between \( E \) and \( E^{**} \). For instance, \( \hat{\cdot} \) is an “isometry”, that is to say, for all \( x \in E, \| \hat{x} \| = \| x \| \) (see Holmes, [50, §16.D, pp. 122–123]). It follows from this that if \( B \) is a norm–closed subset of a Banach space \( E \) then the image \( \hat{B} \) of \( B \) is a norm–closed subset of \( E^{**} \). Also, \( \hat{\cdot} \) is a homeomorphism of \( E \) onto \( \hat{E} \) with respect to \( w(E, E^*) \) and \( w(E^{**}, E^*) \) (exercise!). The tightest connection would be that \( \hat{E} = E^{**} \). We say that \( E \) is reflexive when this happens. (See [50, §16.F, pp. 125–127]). Some of the common Banach spaces are reflexive (for instance, Hilbert spaces and the spaces \( \ell^p, \ (1 < p < \infty) \)), and some are not (for instance, \( \ell^1, \ell^\infty, c_0 \text{ and } C[0,1] \).) The connection with the concepts introduced in the preceding paragraph is contained in the next result:

**Theorem 4.3.** Let \( E \) be a Banach space. Then \( E \) is reflexive if, and only if, \( \{ x \in E: \| x \| \leq 1 \} \) is \( w(E, E^*) \)–compact.
4 The dual and bidual of a normed space


We now show the connection between the Mazur–Orlicz theorem and another well known result in functional analysis, one of the separation theorems (see Rudin, [83, Theorem 3.4, pp. 58–59] for a more general result).

Theorem 4.4. Let \( C \) be a nonempty convex subset of a normed space \( E \) and \( x \in E \setminus C \). Then there exists \( z^* \in E^* \) such that \( \sup_C z^* < \langle x, z^* \rangle \).

Proof. From the Mazur–Orlicz theorem, Lemma 1.6, with \( P := \| \cdot \| \) and \( D := x - C \), there exists a linear function \( L \) on \( E \) such that \( L \leq \| \cdot \| \) on \( E \) and \( \inf_D L = \inf_D \| \cdot \| \).

Since \( L \leq \| \cdot \| \) on \( E \), \( L \in E^* \) (and in fact \( \| L \| \leq 1 \)). Furthermore, \( \inf_D \| \cdot \| \) is the (strictly positive) distance from \( x \) to \( C \), and \( \inf_D L = L(x) - \sup_C L \).

Now let \( z^* := L \).

We now give two corollaries of Theorem 4.4. We leave the proofs of these as exercises. We shall use Corollary 4.5 (see also [83, Theorem 3.12, pp. 64–65]) in Corollary 5.3, and Corollary 4.6 (see also [83, Theorem 3.5, p. 59]) in Theorem 47.1.

Corollary 4.5. If \( F \) is a nonempty closed convex subset of a normed space \( E \) then \( F \) is \( w(E, E^*) \)-closed.

Corollary 4.6. If \( D \) is a subspace of a normed space \( E \) and \( z^* \in E^* \) and \( \langle y, z^* \rangle = 0 \) for all \( y \in D \) \( \implies z^* = 0 \),

then \( D \) is dense in \( E \).

Remark 4.7. One can easily deduce the following standard “separation theorem” (which we will not need) from Theorem 4.4, with \( D := F - C \). If \( F \) is a nonempty closed convex subset of a normed space \( E \), \( C \) is a nonempty \( w(E, E^*) \)-compact convex subset of \( E \) and \( F \cap C = \emptyset \) then there exists \( z^* \in E^* \) such that \( \sup_F z^* < \inf_C z^* \). (See Rudin, [83, Theorem 3.4, pp. 58–59].)

We conclude this section by mentioning James’s theorem, one of the most beautiful results in functional analysis: if \( C \) is a nonempty bounded closed convex subset of a Banach space \( E \) then \( C \) is \( w(E, E^*) \)-compact if, and only if, for all \( x^* \in E^* \), there exists \( x \in C \) such that \( \langle x, x^* \rangle = \max_C x^* \). James’s theorem is not easy — we refer the reader to Pryce, [70], or Ruiz Galán–Simons, [84], for a proof. We shall use the following special case, which follows from Theorem 4.3, in the construction of a couple of examples.

Theorem 4.8. A Banach space \( E \) is reflexive if, and only if, for all \( x^* \in E^* \), there exists \( x \in E \) such that \( \| x \| \leq 1 \) and \( \langle x, x^* \rangle = \| x^* \| \).
5 Excess, duality gap, and minimax criteria for weak compactness

In this section, we will explore the connection between two concepts from metric space and optimization theory, “excess” and “duality gap”, and minimax criteria for weak* and weak compactness. The main result on excess and duality gap appears in Theorem 5.1(b), and it leads rapidly to Theorem 5.1(c), a minimax criterion for certain subsets of a dual space to be weak* compact. Corollary 5.4 contains an application of Theorem 5.1(d) to reflexive spaces. The initial results in this section first appeared in [101].

One of the side–effects of the Banach–Alaoglu theorem is that weak* compactness is much less interesting than weak compactness, and so we show in Theorem 5.6 how to adapt Theorem 5.1 to obtain results on weak compactness. It is interesting and significant that the bidual is not mentioned in the statement of Theorem 5.6. Theorem 5.6, which first appeared in [89], was originally obtained in connection with James’s theorem.

If \((X, \rho)\) is a metric space and \(Y\) is a nonempty subset of \(X\), we define the function \(D_Y: X \to [0, \infty]\) by \(D_Y(x) := \inf_{y \in Y} \rho(x, y) \quad (x \in X)\). If now \(Y \subset Z \subset X\), then the excess of \(Z\) over \(Y\) is defined by \(e(Z, Y) := \sup_{z \in Z} D_Y(z)\). The concept of excess has been extensively used in metric space theory and, in particular, in epigraphical analysis. See Beer, [15, §1.5, pp. 28–33] for more information on this concept.

If \(X \neq \emptyset, Y \neq \emptyset\) and \(f: X \times Y \to \mathbb{R}\), the duality gap of \(f\) over \(X \times Y\) is defined by

\[
dgap_f(X, Y) := \inf_X \sup_Y f - \sup_Y \inf_X f \geq 0.
\]

The concept of duality gap has been extensively studied in optimization theory. However, we should caution the reader that some authors use the phrase “duality gap” for the interval \([\sup_Y \inf_X f, \inf_X \sup_Y f]\). Since we will use the concept of duality gap only with reference to the canonical bilinear form associated with a normed space and its dual, we will suppress the subscript. In other words, as far as we are concerned,

\[
dgap(X, Y) := \inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle - \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle \geq 0.
\]

The sublinear functional \(P\) defined in Theorem 5.1 below is known as the support functional of \(Y\). Lemma 3.1 is used twice in Theorem 5.1. Its use in Theorem 5.1(b) is a substitute for the theory of locally convex spaces and the “bipolar theorem”.

**Theorem 5.1.** Let \(F\) be a nonzero normed space with dual \(F^*\) and unit ball \(F_1\). Let \(Y\) be a nonempty bounded convex subset of \(F^*\), and define the sublinear functional \(P\) on \(F\) by \(P := \sup \langle \cdot, Y \rangle\). Write \(\widetilde{Y}\) for the set of linear
functional on $F$ dominated by $P$ on $F$. Finally, let $\mathcal{CS}$ stand for the set of all nonempty convex subsets of $F_1$, and $\mathcal{CCS}$ stand for the set of all nonempty closed convex subsets of $F_1$.

(a) $Y \subset \tilde{Y} \subset F^*$. Further,

$$e(\tilde{Y}, Y) = \sup_{X \in \mathcal{CS}} \text{dgap}(X, Y)$$

$$= \sup_{X \in \mathcal{CCS}} \text{dgap}(X, Y).$$

(b) Let $\tilde{Y}$ be the $w(F^*, F)$–closure of $Y$. Then $\tilde{Y} = \tilde{Y}$.

(c) Let $\bar{Y}$ be the norm–closure of $Y$. Then the conditions (5.3)–(5.5) are equivalent.

$$\bar{Y} \text{ is } w(F^*, F)\text{–compact.}$$

For all $X \in \mathcal{CS}$, $\inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle = \sup_{y^* \in \bar{Y}} \inf_{x \in X} \langle x, y^* \rangle$. (5.4)

For all $X \in \mathcal{CCS}$, $\inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle = \sup_{y^* \in \bar{Y}} \inf_{x \in X} \langle x, y^* \rangle$. (5.5)

Proof. (a) It is obvious that $Y \subset \tilde{Y}$. Further, since $Y$ is bounded, $P$ is dominated by some scalar multiple of the norm of $F$, which implies that $\tilde{Y} \subset F^*$. Now let $X$ be an arbitrary element of $\mathcal{CS}$. Then, from the Mazur–Orlicz theorem, Lemma 1.6, there exists $\tilde{y} \in \tilde{Y}$ such that $\inf_X \tilde{y} = \inf_X P$. Let $y^*$ be an arbitrary element of $Y$ and $x$ be an arbitrary element of $X$. Since $x \in F_1$, $\langle x, y^* \rangle + \|\tilde{y} - y^*\| \geq \langle x, y^* \rangle + \langle x, \tilde{y} - y^* \rangle = \langle x, \tilde{y} \rangle$. Taking the infimum over $x \in X$ and using the choice of $\tilde{y}$ and the definition of $P$, we derive that

$$\inf_{x \in X} \langle x, y^* \rangle + \|\tilde{y} - y^*\| \geq \inf_{x \in X} \langle x, \tilde{y} \rangle = \inf_X P = \inf_{x \in X} \sup_{z^* \in \bar{Y}} \langle x, z^* \rangle,$$

from which $\|\tilde{y} - y^*\| \geq \inf_{x \in X} \sup_{z^* \in \bar{Y}} \langle x, z^* \rangle - \inf_{x \in X} \langle x, y^* \rangle$. Taking the infimum over $y^* \in Y$,

$$D_Y(\tilde{y}) \geq \inf_{x \in X} \sup_{z^* \in \bar{Y}} \langle x, z^* \rangle - \sup_{y^* \in \bar{Y}} \inf_{x \in X} \langle x, y^* \rangle = \text{dgap}(X, Y).$$

Thus we have established that $e(\tilde{Y}, Y) \geq \text{dgap}(X, Y)$, which gives the inequality “$\geq$” in (5.1). The inequality “$\geq$” in (5.2) is now immediate, so it only remains for (a) to prove that

$$e(\tilde{Y}, Y) \leq \sup_{X \in \mathcal{CCS}} \text{dgap}(X, Y).$$

There is so much “loss” in the the proof of the inequality “$\geq$” in (5.1) above that it seems unlikely that (5.6) holds. However, it does, and here is a proof.

Let $\tilde{y}$ be an arbitrary element of $\tilde{Y}$, and $\varepsilon > 0$. Since $\langle F_1, \tilde{y} \rangle$ is bounded and $\tilde{y}$ is continuous and linear on $F$, we can write $F_1 = X_1 \cup \cdots \cup X_m$, where, for all $i \in \{1, \ldots, m\}$, $X_i \in \mathcal{CS}$, and $\sup_{X_i} \tilde{y} \leq \inf_{X_i} \tilde{y} + \varepsilon$. Thus, using the definition of $\tilde{Y}$, $\tilde{y} \leq P$ on $F$ and so

$$\sup_{X_i} \tilde{y} \leq \inf_{X_i} P + \varepsilon = \inf_{x \in X_i} \sup_{y^* \in \bar{Y}} \langle x, y^* \rangle + \varepsilon.$$
Further, from the definition of “supremum”, for all \( i \in \{1, \ldots, m\} \), there exists \( y^*_i \in Y \) such that \( \inf_{X_i} y^*_i \geq \sup_{y \in Y} \inf_{x \in X_i} (x, y^*) - \varepsilon. \) Combining this with (5.7) and using the fact that \( X_i \in CCS \),
\[
\sup_{X_i} (\tilde{y} - y^*_i) \leq \sup_{X_i} \tilde{y} - \inf_{X_i} y^*_i \leq \text{dgap}(X_i, Y) + 2\varepsilon \leq \alpha + 2\varepsilon,
\]
where \( \alpha := \sup_{X \in CCS} \text{dgap}(X, Y) \). Since \( F_1 = X_1 \cup \ldots \cup X_m \),
\[
\sup_{F_1} \left[ (\tilde{y} - y^*_1) \land \ldots \land (\tilde{y} - y^*_m) \right] \leq \alpha + 2\varepsilon.
\]
From Lemma 3.1 with \( C = F_1 \) and \( f_i := y^*_i - \tilde{y} \), there exist \( \lambda_1, \ldots, \lambda_m \geq 0 \) such that \( \lambda_1 + \ldots + \lambda_m = 1 \) and
\[
\sup_{F_1} \left[ \lambda_1 (\tilde{y} - y^*_1) + \ldots + \lambda_m (\tilde{y} - y^*_m) \right] \leq \alpha + 2\varepsilon.
\]
Setting \( y^* := \lambda_1 y^*_1 + \ldots + \lambda_m y^*_m \in Y \), we have \( \sup_{F_1} (\tilde{y} - y^*) \leq \alpha + 2\varepsilon \), i.e.,
\[
\|\tilde{y} - y^*\| \leq \alpha + 2\varepsilon.
\]
Thus we have proved that \( D_Y (\tilde{y}) \leq \alpha + 2\varepsilon \). Since this construction can be carried out for all \( \tilde{y} \in \tilde{Y} \), and \( \varepsilon \) can be made arbitrarily small, \( e(\tilde{Y}, Y) \leq \alpha \). This completes the proof of (5.6), and hence of (a).

(b) \( \tilde{Y} \) is obviously \( w(F^*, F) \)-closed, and so it follows from (a) that \( \tilde{Y} \supset \tilde{Y} \).

Conversely, let \( \tilde{y} \) be an arbitrary element of \( \tilde{Y} \), \( m \geq 1 \), \( x_1, \ldots, x_m \in F \) and \( \varepsilon > 0 \). From Lemma 3.1 with \( C = Y \) and \( f_i := \langle x_i, \tilde{y} - \cdot \rangle \), there exist \( \lambda_1, \ldots, \lambda_m \geq 0 \) such that \( \lambda_1 + \ldots + \lambda_m = 1 \) and \( \inf_Y [f_1 \lor \ldots \lor f_m] = \inf_Y [\lambda_1 f_1 + \ldots + \lambda_m f_m] \). Let \( x = \lambda_1 x_1 + \ldots + \lambda_m x_m \in F \). We have
\[
\inf_Y [\lambda_1 f_1 + \ldots + \lambda_m f_m] = \inf_{y^* \in Y} \langle x, \tilde{y} - y^* \rangle = \langle x, \tilde{y} \rangle - P(x) \leq 0,
\]
and so \( \inf_Y [f_1 \lor \ldots \lor f_m] \leq 0 \), from which there exists \( y^* \in Y \) such that, for all \( i = 1, \ldots, m \), \( \langle x_i, \tilde{y} - y^* \rangle \leq \varepsilon \). This implies that \( \tilde{y} \in \tilde{Y} \). Thus \( \tilde{Y} \subset \tilde{Y} \), which completes the proof of (b).

(c) \((5.3) \implies (5.4)\) If (5.3) is satisfied then \( \tilde{Y} \) is \( w(F^*, F) \)-closed and (b) implies that \( \tilde{Y} \subset \tilde{Y} \). Thus \( e(\tilde{Y}, Y) \leq e(\tilde{Y}, Y) = 0 \), and (5.4) follows from (a).

\((5.4) \implies (5.5)\) This is immediate.

\((5.5) \implies (5.3)\) It is easy to see that, in any case, \( \tilde{Y} \supset \tilde{Y} \). If now (5.5) is satisfied then (a) gives \( e(\tilde{Y}, Y) = 0 \), and so \( \tilde{Y} \subset \tilde{Y} \). Thus \( \tilde{Y} = \tilde{Y} \), and (5.3) follows from Theorem 4.2. \( \square \)

**Remark 5.2.** Of course, by performing an appropriate scaling, we can obtain two further equivalent conditions in Theorem 5.1(c) by replacing \( CS \) in (5.4) by the set of all nonempty bounded convex subsets of \( F \) (instead of \( F_1 \)), and replacing \( CCS \) in (5.5) by the set of all nonempty bounded closed convex subsets of \( F \).

**Corollary 5.3.** Let \( F \) be a nonzero normed space, \( X \) be a nonempty bounded convex subset of \( F \) and \( Y \) be a nonempty convex subset of \( F^* \) such that the \( w(F^*, F^{**}) \)-closure of \( Y \) is \( w(F^*, F) \)-compact. Then
\[
\inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle = \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle.
\]
Proof. Since $Y$ is convex, Corollary 4.5 implies that its norm–closure is identical with its $w(F^*, F^{**})$–closure. The result now follows from Theorem 5.1(c), enhanced as in Remark 5.2.

The author is grateful to Jonathan Borwein for pointing out to him that the following result can be proved in other ways.

**Corollary 5.4.** Let $F$ be a nonzero reflexive Banach space, $X$ be a nonempty bounded convex subset of $F$ and $Y$ be a nonempty bounded convex subset of $F^*$. Then (5.8) holds.

Proof. This follows from the Banach–Alaoglu theorem, Theorem 4.1, and Corollary 5.3, since the reflexivity of $F$ implies that $w(F^*, F^{**}) = w(F^*, F^*)$.

**Remark 5.5.** Let $F$ be a nonzero reflexive Banach space. It follows from Theorem 3.2 that if $X$ is a (possibly unbounded) nonempty convex subset of $F$ and $Y$ is a nonempty bounded convex subset of $F^*$ then (5.8) holds. It is tempting to surmise that (5.8) holds if $X$ is a nonempty closed convex subset of $F$ and $Y$ is a nonempty bounded convex subset of $F^*$ (we are transferring the “closedness” from $Y$ to $X$ – another way of looking at this is an attempted “interpolation” between Theorem 3.2 and Corollary 5.4). However, this is false, as can be seen from the following simple example. Let $F := \mathbb{R}$, $X := [0, \infty]$ and $Y := [-1, 0]$. Then $\inf_{x \in X} \sup_{y^* \in Y} xy^* = 0$ and $\sup_{y^* \in Y} \inf_{x \in X} xy^* = -\infty$.

We now show how the above results can be parlayed into results on weak compactness. We point out again, as we have already done in the introduction, the significant fact that the bidual of $E$ is not mentioned in the statement of Theorem 5.6 below.

**Theorem 5.6.** Let $E$ be a nonzero normed space with dual $E^*$, $CS$ be the set of all nonempty convex subsets of the unit ball of $E^*$ and $CCS$ be the set of all nonempty norm–closed convex subsets of the unit ball of $E^*$. Let $Z$ be a nonempty bounded norm–complete convex subset of $E$. Then the conditions (5.9)–(5.11) are equivalent.

- $Z$ is $w(E, E^*)$–compact. (5.9)
- For all $X \in CS$, $\inf_{x^* \in X} \sup_{z \in Z} \langle z, x^* \rangle = \sup_{z \in Z} \inf_{x^* \in X} \langle z, x^* \rangle$. (5.10)
- For all $X \in CCS$, $\inf_{x^* \in X} \sup_{z \in Z} \langle z, x^* \rangle = \sup_{z \in Z} \inf_{x^* \in X} \langle z, x^* \rangle$. (5.11)

Proof. Let $Y = \hat{Z} \subset E^{**}$. Since the canonical map is a $w(E, E^*)$–$w(E^{**}, E^*)$ homeomorphism from $Z$ onto $Y$, (5.9) is equivalent to

$Y$ is $w(E^{**}, E^*)$–compact. (5.12)

However, the canonical map is also a norm–isometry from $Z$ onto $Y$, hence $Y$ is complete and so $\overline{Y}$, the norm–closure of $Y$ in $E^{**}$. Thus (5.12) is equivalent to

$\overline{Y}$ is $w(E^{**}, E^*)$–compact.

The result now follows from Theorem 5.1(c), with $F := E^*$. □
Remark 5.7. As was the case with Theorem 5.1(c), by performing an appropriate scaling, we can obtain two further equivalent conditions in Theorem 5.6 by replacing $CS$ in (5.10) by the set of all nonempty bounded convex subsets of $E^*$, and replacing $CCS$ in (5.11) by the set of all nonempty bounded closed convex subsets of $E^*$.

We conclude this section with a useful consequence of Theorem 5.1(b) (exercise!), which can also be proved using the theory of locally convex spaces and the “bipolar theorem”.

Theorem 5.8. Let $E$ be a nonzero normed space with dual $E^*$, $C$ be a nonempty $w(E^*, E)$–compact convex subset of $E^*$, and define the sublinear functional $P$ on $E$ by $P := \max \langle \cdot , C \rangle$. Let $x^* \in E^*$ and $x^* \leq P$ on $E$. Then $x^* \in C$.

6 Sharp Lagrange multiplier and KKT results

This is the first of two sections in which we show how Theorem 1.11 can be used to convert problems on the existence of continuous linear functionals on a normed space to problems on the existence of a single real constant, and obtain a sharp lower bound on the norm of the linear functional satisfying the required condition.

In this section, we consider the existence of Lagrange multipliers (see Definition 6.3) for the infinite–dimensional constrained convex optimization problem described in (6.2) below. The main result is Theorem 6.4(a), which gives a necessary and sufficient condition for the existence of a Lagrange multiplier with, in Theorem 6.4(c), a sharp lower bound on its norm. We also show in Theorem 6.6(b) how Theorem 6.4 implies the classical sufficient “Slater condition” result, with an upper bound on the norm as a bonus. We then show in Theorem 6.9 how the results of Theorem 6.4 and Theorem 6.6 lead to a short proof of a Karush–Kuhn–Tucker theorem for minimization problems for functions with convex Gateaux derivatives. This section concludes (in Remark 6.10) with a sketch of a generalization of our Lagrange multiplier results to the case where the functions are defined on an abstract set rather than a convex subset of a vector space.

Let $(E, \| \cdot \|)$ be a nonzero normed space with dual $E^*$ and $\preceq$ be a partial ordering on $E$ compatible with its vector space structure. Let $N$ be the negative cone $\{ z \in E : z \preceq 0 \}$, and $D_N, D_{E \setminus N} : E \to [0, \infty[$ be defined by

$$D_N := \text{dist} (\cdot , N) = \inf_{z \in N} \| \cdot - z \|$$

and

$$D_{E \setminus N} := \text{dist} (\cdot , E \setminus N) = \inf_{z \in E \setminus N} \| \cdot - z \|.$$  

The following lemma ties up the situation here with the concepts introduced in Section 1.
Lemma 6.1. Let \( M \geq 0 \), and define \( P: E \to [0, \infty[ \) by \( P := MD_N \). Then \( P \) is sublinear, \( P = 0 \) on \( N \) and \( P \leq M \| \cdot \| \) on \( E \).

Proof. Let \( y_1, y_2 \in E \) and \( z_1, z_2 \in N \) be arbitrary. Then, since \( z_1 + z_2 \in N \),
\[
M \|y_1 - z_1\| + M \|y_2 - z_2\| \geq M \|y_1 + y_2 - (z_1 + z_2)\| \geq P(y_1 + y_2).
\]
Take the infimum over \( z_1 \) and \( z_2 \),
\[
P(y_1) + P(y_2) \geq P(y_1 + y_2).
\]
Thus \( P \) is subadditive. It is easy to see that \( P \) is positively homogeneous, so \( P \) is sublinear. It is obvious that \( P = 0 \) on \( N \). □

Up to Theorem 6.6, we suppose that \( C \) is a nonempty convex subset of a vector space and \( j: C \to E \) is convex with respect to \( \preceq \), that is to say
\[
w, x \in C, \lambda \in [0, 1[ \implies j(\lambda w + (1 - \lambda)x) \preceq \lambda j(w) + (1 - \lambda)j(x). \quad (6.1)
\]

Lemma 6.2. Under the preceding conditions, \( j \) is \( P \)-convex.

Proof. This is clear from Lemma 6.1 since, if \( y, z \in E \), then
\[
y \preceq z \iff y - z \in N \implies P(y - z) = 0 \implies y \preceq_P z. \quad \Box
\]

Now let \( k \in PC(C) \), and \( \mu \in \mathbb{R} \) be the constrained infimum
\[
\mu = \inf_{j^{-1}N} k = \inf \{ k(x): x \in C, \ j(x) \preceq 0 \}. \quad (6.2)
\]

Definition 6.3. A Lagrange multiplier for the infimization problem (6.2) is an element \( z^* \) of \( E^* \) such that
\[
z^* \leq 0 \text{ on } N,
\]
and
\[
\inf_{x \in C} \left[ \langle j(x), z^* \rangle + k(x) \right] = \mu. \quad (6.4)
\]

Theorem 6.4. (a) There exists a Lagrange multiplier if, and only if
\[
\text{there exists } M \geq 0 \text{ such that } MD_N \circ j + k \geq \mu \text{ on } C. \quad (6.5)
\]
In this case, there exists a Lagrange multiplier \( z^* \) such that \( \|z^*\| \leq M \).

If \( k \geq \mu \) on \( C \) then we can take \( M = 0 \) above, and 0 is a Lagrange multiplier. In order to exclude this trivial case, we shall now suppose that \( \inf_C k < \mu \). Let
\[
W := \{ w \in C: k(w) < \mu \} \neq \emptyset.
\]
(b) If \( z^* \) is a Lagrange multiplier then \( j(W) \subset E \setminus N \) and
\[
0 < \sup_{W} \frac{\mu - k}{D_N \circ j} \leq \|z^*\| < \infty.
\]
(c) If \( j(W) \subset E \setminus N \) and \( 0 < M := \sup_{W} \frac{\mu - k}{D_N \circ j} < \infty \) then
\[
\min \{ \|z^*\|: z^* \text{ is a Lagrange multiplier} \} = M.
\]
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Proof. (a) Our proof is based on the (disarmingly simple) observation that $z^* \in E^*$ if, and only if, $z^* = L$, where $L$ is a linear functional on $E$ for which there exists $M \geq 0$ such that $L \leq M \| \cdot \|$ on $E$. So there exists a Lagrange multiplier if, and only if, there exists $M \geq 0$ for which there exists a linear functional $L$ on $E$ such that

$$L \leq M \| \cdot \| \text{ on } E, \quad L \leq 0 \text{ on } N$$

and

$$\inf_C [L \circ j + k] = \mu.$$  \hspace{1cm} (6.6)

Now suppose that there exists a Lagrange multiplier, and let $M$ and $L$ be as in (6.6). Let $P := MD_N$. Let $y$ be an arbitrary element of $E$ and $z$ be an arbitrary element of $N$. Then, using (6.6),

$$L(y) \leq L(y) - L(z) = L(y - z) \leq M \| y - z \|$$

and, taking the infimum over $z \in N$, $L(y) \leq MD_N(y)$. Thus we have proved that

$$L \leq P \text{ on } E.$$ \hspace{1cm} (6.8)

Clearly, (6.7) and (6.8) imply that

$$\inf_C [P \circ j + k] \geq \mu,$$ \hspace{1cm} (6.9)

and so (6.5) is satisfied. The converse of this is also true: suppose that $M$ is as in (6.5). Then, writing $P := MD_N$ again, (6.9) is satisfied. From Lemmas 6.1 and 6.2, $P$ is sublinear and $j$ is $P$–convex, and so Theorem 1.11 provides a linear functional $L$ on $E$ satisfying (6.8) such that

$$\inf_C [L \circ j + k] \geq \mu.$$ \hspace{1cm} (6.10)

Lemma 6.1 and (6.8) now give us (6.6), from which

$$x \in j^{-1}N \implies j(x) \in N \implies L \circ j(x) \leq 0,$$

and (6.2) now gives

$$\inf_C [L \circ j + k] \leq \inf_{j^{-1}N} [L \circ j + k] \leq \inf_{j^{-1}N} k = \mu.$$  \hspace{1cm} (6.7)

(6.7) now follows by combining this with (6.10), and so $L$ is a Lagrange multiplier. Furthermore, (6.6) also implies that $\|L\| \leq M$.

(b) We can go through the proof of (a)$(\implies)$ with $M := \|z^*\|$, and so (6.9) implies that $\|z^*\|D_N \circ j \geq \mu - k$ on $C$, from which $\|z^*\|D_N \circ j \geq \mu - k > 0$ on $W$. (b) is immediate from this and the fact that $D_N(y) > 0 \iff y \notin \overline{N}$.

(c) The definition of $M$ clearly implies that $MD_N \circ j + k \geq \mu$ on $W$. On the other hand, $MD_N \circ j + k \geq 0 + \mu = \mu$ on $C \setminus W$. Thus (6.9) is true, and (a)$(\impliedby)$ gives a Lagrange multiplier $z^*$ such that $\|z^*\| \leq M$. (c) follows by combining this with (b).
The following simple lemma will enable us to use Theorem 6.4 to obtain a generalization of the classical Slater condition for the existence of Lagrange multipliers. We now write

\[ V := \{ v \in \text{dom} k: j(v) \in \text{int} N \} \subset C. \]

As above, let \( W := \{ w \in C: k(w) < \mu \} \neq \emptyset. \)

**Lemma 6.5.** Let \( w \in W \) and \( v \in V. \) Then

\[ D_N \circ j(w)(k(v) - \mu) \geq D_{E \setminus N} \circ j(v)(\mu - k(w)) > 0. \]  \hspace{1cm} (6.11)

Consequently, \( j(w) \in E \setminus N \) and \( k(v) > \mu. \) If \( V \neq \emptyset \) then

\[ 0 < \sup_{w} \frac{\mu - k}{D_N \circ j} \leq \inf_{V} \frac{k - \mu}{D_{E \setminus N} \circ j}. \]  \hspace{1cm} (6.12)

**Proof.** Since \( k(w) < \mu \) and \( j(v) \notin N, \) (6.2) implies that \( j(w) \notin N \) and \( \mu \leq k(v) < \infty. \) Furthermore, since \( j(v) \in \text{int} N, D_{E \setminus N} \circ j(v) > 0. \) Let \( z \in N, 0 < \eta < D_{E \setminus N} \circ j(v), \alpha := \|j(w) - z\| > 0 \) and \( \lambda := \eta/(\alpha + \eta) \in [0, 1]. \) Now

\[ \left\| \frac{\lambda}{1 - \lambda} (j(w) - z) \right\| = \left\| \frac{\eta}{\alpha} (j(w) - z) \right\| = \eta < D_{E \setminus N} \circ j(v) \]

and so \( \frac{\lambda}{1 - \lambda} (j(w) - z) + j(v) \in N, \) from which \( \lambda j(w) + (1 - \lambda)j(v) \leq \lambda z. \) (6.1) now gives \( j(\lambda w + (1 - \lambda)v) \leq 0, \) and it follows from the convexity of \( k \) and (6.2) that

\[ \lambda k(w) + (1 - \lambda)k(v) \geq k(\lambda w + (1 - \lambda)v) \geq \mu, \]

from which \( (1 - \lambda)(k(v) - \mu) \geq \lambda(\mu - k(w)), \) i.e., \( \alpha(k(v) - \mu) \geq \eta(\mu - k(w)). \) We now obtain (6.11) by letting \( \eta \to D_{E \setminus N} \circ j(v) \) and then taking the infimum over \( z \in N. \) From (6.11),

\[ 0 < \frac{\mu - k(w)}{D_N \circ j(w)} \leq \frac{k(v) - \mu}{D_{E \setminus N} \circ j(v)}, \]

and (6.12) now follows immediately. \( \square \)

The classical Slater condition, which is a sufficient condition for there to exist a Lagrange multiplier, is that \( V \neq \emptyset. \) This will be strengthened in Theorem 6.6(b) below. (See [58, Theorem 8.3.1, pp. 217–218] for an exposition of Slater’s result — [58] also contains applications to control theory.) Theorem 6.6(a) will be used in our analysis of Karush–Kuhn–Tucker theorems in Theorem 6.9.

**Theorem 6.6.** Suppose that \( V = \{ v \in \text{dom} k: j(v) \in \text{int} N \} \neq \emptyset. \) Then:

(a) \( \mu = \inf_{V} k. \)

(b) There exists a Lagrange multiplier \( z^* \) such that \( \|z^*\| \leq \inf_{V} \frac{k - \mu}{D_{E \setminus N} \circ j}. \)
Proof. (a) Since $\mu \in \mathbb{R}$, it follows from (6.2) that
\[ \mu = \inf \{ k(x): x \in C, j(x) \leq 0 \} = \inf \{ k(x): x \in \text{dom } k, j(x) \leq 0 \}. \tag{6.13} \]
Now let $v$ be a fixed element of $V$. Let $x \in \text{dom } k$ and $j(x) \leq 0$. Let $\lambda \in ]0, 1[.$ Then $\lambda v + (1 - \lambda) x \in \text{dom } k$ and, from (6.1),
\[ j(\lambda v + (1 - \lambda) x) \in \lambda j(v) + (1 - \lambda) j(x) + N \subset \lambda \text{int } N + (1 - \lambda) N + N. \]
Kelley–Namioka, [51, 13.1(i), pp. 110–111] (for instance), now implies that $j(\lambda v + (1 - \lambda) x) \in \text{int } N$, from which $\lambda v + (1 - \lambda) x \in V$. Consequently,
\[ \inf_{V} k \leq k(\lambda v + (1 - \lambda) x) \leq \lambda k(v) + (1 - \lambda) k(x). \]
Letting $\lambda \to 0$, $\inf_{V} k \leq k(x)$, and it now follows from (6.13) by taking the infimum over $x$ that $\inf_{V} k \leq \mu$. On the other hand, since we have $V \subset \{ x \in \text{dom } k: j(x) \leq 0 \}$, it is also clear from (6.13) that $\inf_{V} k \geq \mu$. This completes the proof of (a).

(b) As before, let $W := \{ w \in C: k(w) < \mu \}$. As we have already observed, if $W = \emptyset$ then 0 is a Lagrange multiplier and there is nothing to prove, so we can and will assume that $W \neq \emptyset$. The result now follows from Theorem 6.4(c) and Lemma 6.5.

We now explore the connections between Lagrange multipliers as discussed above and generalized Karush–Kuhn–Tucker theory as discussed in Luenberger, [58, Theorem 9.1, pp. 249–250] and [58, Problem 9.7.9, p. 267]. We suppose that $C$ is (for simplicity) a vector space, and $x_0 \in C$ is a “base point”. Let $G: C \to E$ and $f: C \to \mathbb{R}$, and suppose that
\[ \text{for all } x \in C, \quad d^{+}G(x) := \lim_{\alpha \to 0^+} \frac{G(x_0 + \alpha x) - G(x_0)}{\alpha} \quad \text{exists in } E, \]
\[ \text{for all } x \in C, \quad d^{+}f(x) := \lim_{\alpha \to 0^+} \frac{f(x_0 + \alpha x) - f(x_0)}{\alpha} \quad \text{exists in } \mathbb{R}, \]
$d^{+}G: C \to E$ is $\preceq$-convex and $d^{+}f: C \to \mathbb{R}$ is convex. Suppose, finally, that \[ G(x_0) \preceq 0 \quad \text{and} \quad \min \{ f(x): x \in C, G(x) \preceq 0 \} = f(x_0). \tag{6.14} \]
Let $V := \{ v \in C: G(x_0) + d^{+}G(v) \in \text{int } N \}$. Our analysis depends on the following critical lemma:

Lemma 6.7. Let $v \in V$. Then $d^{+}f(v) \geq 0$.

Proof. It is clear from the definitions of $V$ and $d^{+}G(v)$ that, for all sufficiently small $\alpha \in ]0, 1[,$
\[ G(x_0) + \frac{G(x_0 + \alpha v) - G(x_0)}{\alpha} \in N, \]
consequently $G(x_0 + \alpha v) \in (1 - \alpha) G(x_0) + N \in (1 - \alpha) N + N = N$. (6.14) now implies that $f(x_0 + \alpha v) \geq f(x_0)$, and so
\[ \frac{f(x_0 + \alpha v) - f(x_0)}{\alpha} \geq 0. \]
The result follows by letting $\alpha \to 0$. \qed
Definition 6.8. A KKT functional for the minimization problem (6.14) is a $\preceq$–positive element $z^*$ of $E^*$ (i.e., (6.3) is satisfied) such that

$$\langle G(x_0) + d^+G(x), z^* \rangle + d^+ f(x) \geq 0. \quad (6.15)$$

From (6.14), $G(x_0) \in N$, and the $\preceq$–positivity of $z^*$ gives $\langle G(x_0), z^* \rangle \leq 0$. Since $d^+G(0) = 0$ and $d^+ f(0) = 0$, (6.15) implies that $\langle G(x_0), z^* \rangle = 0$ and

$$\inf_{x \in C} \left[ \langle G(x_0) + d^+G(x), z^* \rangle + d^+ f(x) \right] = 0. \quad (6.16)$$

Of course, the converse of this is true: if $z^*$ is a $\preceq$–positive element of $E^*$ and (6.16) is satisfied then $z^*$ is a KKT functional for the minimization problem (6.14). In the special case when $G$ and $f$ are Gâteaux differentiable, $d^+G$ and $d^+ f$ are linear, and so (6.15) implies that $z^* \circ d^+G + d^+ f = 0$, from which $z^* \circ G + f$ is stationary at $x_0$.

Theorem 6.9. Suppose that

$$V = \{ v \in C: G(x_0) + d^+G(v) \in \text{int } N \} \neq \emptyset,$$

$$W := \{ w \in C: d^+f(w) < 0 \} \neq \emptyset,$$

and

$$G(x_0) + d^+G(W) \subset E \setminus N,$$

and

$$\sup_{w} \frac{-d^+f}{D_N \circ (G(x_0) + d^+G)} < \infty.$$  

Then there exists a KKT functional for the minimization problem (6.14), and

$$\min \{ \|z^*\|: z^* \text{ is a KKT functional} \} = \sup_{w} \frac{-d^+f}{D_N \circ (G(x_0) + d^+G)} \leq \inf_{V} \frac{d^+f}{D_{E \setminus N} \circ (G(x_0) + d^+G)}.$$  

Proof. Define $j: C \to E$ and $k: C \to \mathbb{R}$ by $j := G(x_0) + d^+G$ and $k := d^+ f$. By assumption, $j$ is $\preceq$–convex and $k$ is convex. (6.14) gives

$$j(0) = G(x_0) \preceq 0,$$

and so $0 \in j^{-1}N$. Defining $\mu = \inf_{j^{-1}N} k$ as in (6.2), we derive that

$$\mu \leq k(0) = 0.$$

On the other hand, Theorem 6.6(a) and Lemma 6.7 imply that

$$\mu = \inf_{V} k \geq 0.$$

Thus $\mu = 0$, and so (6.16) is equivalent to (6.4). The result now follows from Theorem 6.4(b,c) and Theorem 6.6(b).
Remark 6.10. Now let \( X \) be a nonempty set, \( j: X \to E, k: X \to ]-\infty, \infty[ \) be proper and, for all \( x_1, x_2 \in \text{dom} \ k \), there exists \( u \in \text{dom} \ k \) such that
\[
 j(u) \leq \frac{1}{2} j(x_1) + \frac{1}{2} j(x_2) \quad \text{and} \quad k(u) \leq \frac{1}{2} k(x_1) + \frac{1}{2} k(x_2).
\] (6.17)
Let \( \mu \in \mathbb{R} \) be the constrained infimum
\[
 \mu = \inf_{j^{-1} N} k = \inf \{ k(x): x \in X, j(x) \leq 0 \}.
\] (6.18)

A Lagrange multiplier for this infimization problem is a \( \leq \)–positive element \( z^* \) of \( E^* \) such that
\[
 \inf_{x \in X} [\langle j(x), z^* \rangle + k(x)] = \mu.
\]
Let \( \inf_X k < \mu \),
\[
 W := \{ w \in X: k(w) < \mu \}
\]
so that \( \emptyset \neq W \subset X \), and
\[
 V := \{ v \in \text{dom} \ k: j(v) \in \text{int} N \} \subset C.
\]
The argument of Lemma 6.2 and (6.17) give (1.6), and so the argument of Theorem 6.4 with Theorem 1.13 replacing Theorem 1.11 give (a) and (b) below, which generalize (b) and (c) of Theorem 6.4:

(a) If \( z^* \) is a Lagrange multiplier then \( j(W) \subset E \setminus \overline{N} \) and
\[
 0 < \sup_{W} \frac{\mu - k}{D_N \circ j} \leq \| z^* \| < \infty.
\]
(b) If \( j(W) \subset E \setminus \overline{N} \) and \( 0 < M := \sup_{W} \frac{\mu - k}{D_N \circ j} < \infty \) then
\[
 \min \{ \| z^* \|: z^* \text{ is a Lagrange multiplier} \} = M.
\]

We now consider the following generalization of Lemma 6.5 and Theorem 6.6(b):

(c) Let \( w \in W \) and \( v \in V \). Then
\[
 D_N \circ j(w)(k(v) - \mu) \geq D_{E \setminus N} \circ j(v)(\mu - k(w)) > 0.
\] (6.11)

(d) There exists a Lagrange multiplier \( z^* \) such that
\[
 \| z^* \| \leq \inf_{V} \frac{k - \mu}{D_{E \setminus N} \circ j}.
\]

Now once (c) has been established, (d) follows exactly as in Theorem 6.6(b), so it remains to establish (c), which is somewhat more technical. Exactly as in the proof of Lemma 6.5, \( k(w) < \mu \leq k(v) < \infty \), \( D_{E \setminus N} \circ j(v) > 0 \) and \( j(w) \notin N \). Let \( z \in N \), \( 0 < \eta < D_{E \setminus N} \circ j(v) \) and \( \alpha := \| j(w) - z \| > 0 \). Since the map \( \theta \mapsto \theta/(\alpha + \theta) \) from \( ]0, \infty[ \) into \( ]0, 1[ \) is increasing,
\[
\frac{\eta}{\alpha + \eta} < \frac{D_{E \setminus N} \circ j(v)}{\alpha + D_{E \setminus N} \circ j(v)},
\]
and so there exists a dyadic rational \( \delta \) such that
\[
\frac{\eta}{\alpha + \eta} < \delta < \frac{D_{E \setminus N} \circ j(v)}{\alpha + D_{E \setminus N} \circ j(v)}.
\]
Since the map \( \theta \mapsto \theta/(1 - \theta) \) from \([0, 1[ \) into \([0, \infty[\) is increasing,
\[
\frac{\eta}{\alpha} < \frac{\delta}{1 - \delta} < \frac{D_{E \setminus N} \circ j(v)}{\alpha}. \tag{6.19}
\]
In particular,
\[
\left\| \frac{\delta}{1 - \delta} (j(w) - z) \right\| = \frac{\alpha \delta}{1 - \delta} < D_{E \setminus N} \circ j(v)
\]
and so \( \frac{\delta}{1 - \delta} (j(w) - z) + j(v) \in N \), from which \( \delta j(w) + (1 - \delta)j(v) \leq \delta z \leq 0 \).
Since \( \delta \) is dyadic, (6.17) and recurrence give us \( u \in \text{dom} k \) such that
\[
j(u) \leq \delta j(w) + (1 - \delta)j(v) \quad \text{and} \quad k(u) \leq \delta k(w) + (1 - \delta)k(v).
\]
Thus \( j(u) \leq 0 \) and so, from (6.18), \( \delta k(w) + (1 - \delta)k(v) \geq k(u) \geq \mu \). If we now combine this with (6.19), we obtain
\[
k(v) - \mu \geq \frac{\delta}{1 - \delta} (\mu - k(w)) \geq \frac{\eta}{\alpha} (\mu - k(w)),
\]
i.e., \( \alpha (k(v) - \mu) \geq \eta (\mu - k(w)) \). The rest of the proof of (6.11) now follows exactly as in Lemma 6.5.

The results sketched above can obviously be parlayed into an analogous result on KKT functionals.
II Fenchel duality

7 A sharp version of the Fenchel Duality theorem

This section is similar in spirit to Section 6, but this time we apply the Hahn–Banach–Lagrange theorem to problems in convex analysis. So suppose that $E$ is a nonzero normed space with dual $E^*$, $k \in \mathcal{P}C(E)$ and $x \in E$. Then the subdifferential of $k$ at $x$ is defined by

$$\partial k(x) := \{z^* \in E^*: \quad y \in E \implies k(x) + \langle y - x, z^* \rangle \leq k(y)\}.$$ 

We first consider the question of when $\partial k(x) \neq \emptyset$. This question is answered in Example 7.1 below. The justification, using Theorem 1.11, follows similar lines to those used in Section 6 (exercise!). In the sketch below, the “slope” of the subtangent at $(x, k(x))$ is $z^*$.

![Sketch of the subtangent at $(x, k(x))$](image)

Example 7.1. $\partial k(x) \neq \emptyset$ if, and only if, $x \in \text{dom } k$ and there exists $M \geq 0$ such that

$$y \in E \implies k(x) - M\|y - x\| \leq k(y).$$

We now come to a more interesting example. Again, suppose that $E$ is a nonzero normed space with dual $E^*$. When can a concave function and a convex function be separated by a continuous affine function? More precisely, given $f, g \in \mathcal{P}C(E)$, when do there exist $z^* \in E^*$ and $\beta \in \mathbb{R}$ such that

$$-f \leq z^* + \beta \leq g \quad \text{on} \quad E? \quad (7.1)$$
Now there exists $\beta \in \mathbb{R}$ such that $-f \leq z^* + \beta \leq g$ on $E$ if, and only if, for all $x, y \in E$, $f(x) + g(y) + \langle x - y, z^* \rangle \geq 0$. The same technique as above (using Theorem 1.11, with $C = E \times E$, $k(x, y) = f(x) + g(y)$ and $j(x, y) = x - y$) then leads rapidly to the result below (exercise!):  

**Example 7.2.** Let $E$ be a nonzero normed space with dual $E^*$, and $f, g \in \mathcal{PC}(E)$. Then there exist $z^* \in E^*$ and $\beta \in \mathbb{R}$ such that (7.1) is satisfied if, and only if,

$$\text{there exists } M \geq 0 \text{ such that,}$$

$$x, y \in E \quad \implies \quad f(x) + g(y) + M\|x - y\| \geq 0.\tag{7.2}$$

In this case, there exist $z^*$ and $\beta$ satisfying (7.1) such that $\|z^*\| \leq M$.

**Remark 7.3.** We note that (7.1) can also be split up into the two statements “$f^*(-z^*) \leq \beta$” and “$g^*(z^*) \leq -\beta$”, where the Fenchel conjugate $f^*$ is defined by

$$f^*(x^*) := \sup_{E} (x^* - f).$$

It follows that (7.2) is equivalent to:

$$\text{there exists } z^* \in E^* \text{ such that } f^*(-z^*) + g^*(z^*) \leq 0.\tag{7.3}$$

This is an old condition in convex analysis, due to Fenchel in the finite dimensional case. For this reason, we will say that $z^* \in E^*$ is a Fenchel functional for $f$ and $g$ if $f^*(-z^*) + g^*(z^*) \leq 0$. Theorem 7.4 below, the sharp Fenchel duality theorem, contains a result for Fenchel functionals analogous to the result proved for Lagrange multipliers in Theorem 6.4.

The reader will note that we have defined Fenchel conjugate and Fenchel functional for proper convex functions on a normed space. This presents an impediment for some situations that will arise in our later discussions on multifunctions. Accordingly, we will redefine Fenchel conjugate and Fenchel functional with respect to a bilinear form in Section 8, where these issues will be discussed in greater detail. These later definitions will be entirely consistent with what we have introduced above.
Theorem 7.4. Let $E$ be a nonzero normed space with dual $E^*$, and $f, g \in \mathcal{PC}(E)$. Then:
(a) $f$ and $g$ have a Fenchel functional if, and only if, (7.2) is satisfied.
(b) If $z^* \in E^*$ is a Fenchel functional for $f$ and $g$ then
\[
\sup_{x, y \in E, x \neq y} \frac{-f(x) - g(y)}{\|x - y\|} \leq \|z^*\| < \infty.
\]
(c) If $f + g \geq 0$ on $E$ and
\[
\sup_{x, y \in E, x \neq y} \frac{-f(x) - g(y)}{\|x - y\|} < \infty \text{ then }
\]
\[
\min \left\{ \|z^*\| : z^* \text{ is a Fenchel functional for } f \text{ and } g \right\} = \sup_{x, y \in E, x \neq y} \frac{-f(x) - g(y)}{\|x - y\|} \lor 0.
\]

Proof. (a) is a restatement of Example 7.2.
(b) The analysis preceding Example 7.2 implies that
\[
x, y \in E = \implies -f(x) - g(y) \leq \langle x - y, z^* \rangle \leq \|x - y\|\|z^*\|
\]
which gives the required result.
(c) The inequality “$\geq$” in (7.4) follows from (b) and the fact that $\|z^*\| \geq 0$. Now write $M$ for the right hand side of (7.4). Then $M \geq 0$. Let $x, y \in E$. We have
\[
x \neq y \implies \frac{-f(x) - g(y)}{\|x - y\|} \leq M \implies f(x) + g(y) + M\|x - y\| \geq 0,
\]
and
\[
x = y \implies f(x) + g(y) + M\|x - y\| = (f + g)(x) \geq 0.
\]
The result now follows from Example 7.2.

Example 7.5. The purpose of this example is to show that the “$\lor$” in (7.4) is necessary. Let $E = \mathbb{R}$ and $f = g = |\cdot|$. Then (exercise!) $f + g \geq 0$ on $\mathbb{R}$ and
\[
\sup_{x, y \in \mathbb{R}, x \neq y} \frac{-|x| - |y|}{|x - y|} = -1.
\]
However, there cannot exist $z^* \in E^*$ such that $\|z^*\| = -1$.

Remark 7.6. In this remark, we discuss a geometric interpretation of Theorem 7.4(c). We write $\mathcal{CA}(E)$ for the set of all continuous affine real functions on $E$. If $a \in \mathcal{CA}(E)$ then $a$ can be written uniquely in the form $a = z^* + \beta$, where $z^* \in E^*$ and $\beta \in \mathbb{R}$. Since $z^*$ is the derivative of $a$ in any reasonable sense, we shall write $z^* = a'$. Turning now to Theorem 7.4(c), write $h = -f$, so that $h$ is proper and concave and $h \leq g$ on $E$. Let $a \in \mathcal{CA}(E)$. Remark 7.3 tells us that if $h \leq a \leq g$ on $E$ then $f^*(-a') + g^*(a') \leq 0$ and, conversely, if $f^*(-z^*) + g^*(z^*) \leq 0$ then there exists $a \in \mathcal{CA}(E)$ such that $a' = z^*$ and $h \leq a \leq g$ on $E$. Furthermore,
Now suppose, in addition, that \( \sup_E h > \inf_E g \), to avoid the “\( \lor \)" in (7.4). Then the conclusion of Theorem 7.4(c) is that

\[
\min \left\{ ||a'||: a \in CA(E), h \leq a \leq g \text{ on } E \right\} = \sup_{x, y \in E, x \neq y} \frac{h(x) - g(y)}{||x - y||}.
\]

The quotient on the right hand side of the equality above is, of course, the slope of the line–segment going from the point \((y, g(y))\) on the graph of \(g\) to the point \((x, h(x))\) on the graph of \(h\).

### 8 Fenchel duality with respect to a bilinear form — locally convex spaces

Let \( E \) and \( E^* \) be nonzero real vector spaces, and \( \langle \cdot, \cdot \rangle: E \times E^* \to \mathbb{R} \) be a bilinear form that separates the points of \( E \) and also separates the points of \( E^* \). (This means that if \( x \in E \setminus \{0\} \) then there exists \( x^* \in E^* \) such that \( \langle x, x^* \rangle \neq 0 \) and that if \( x^* \in E^* \setminus \{0\} \) then there exists \( x \in E \) such that \( \langle x, x^* \rangle \neq 0 \).) If \( f \in PC(E) \), the Fenchel conjugate \( f^* \) with respect to \( \langle \cdot, \cdot \rangle \) is defined by

\[
f^*(x^*) := \sup_{x \in E} \left[ \langle x, x^* \rangle - f(x) \right]. \quad (8.1)
\]

We note that this definition implies the Fenchel–Young inequality

\[
\langle x, x^* \rangle \in E \times E^* \implies \langle x, x^* \rangle \leq f(x) + f^*(x^*). \quad (8.2)
\]

If \( k: E^* \to ]-\infty, \infty[ \) is convex in the sense of Definition 1.8, the function \("k\): \( E \to ]-\infty, \infty[ \) is defined by

\[
"k(x) := \sup_{x^* \in E^*} \left[ \langle x, x^* \rangle - k(x^*) \right]. \quad (8.3)
\]

If \( f, g \in PC(E) \), a Fenchel functional for \( f \) and \( g \) is an element \( z^* \) of \( E^* \) such that \( f^*(-z^*) + g^*(z^*) \leq 0 \). The definitions of \( f^* \) and “Fenchel functional” are compatible with those introduced in Remark 7.3 for normed spaces, if we take \( \langle \cdot, \cdot \rangle \) to be the canonical bilinear form on \( E \times E^* \). If \( E^* = E \), we will write \( f^\natural \) instead of \( f^* \). (See Definition 19.1.)

This is an appropriate point to make some comments about our formulation of the definition of Fenchel conjugate and Fenchel functional. It will become clear in Lemma 22.1 that when we consider the theory of monotone multifunctions on nonreflexive Banach spaces, we need a version of the Fenchel duality theorem that falls outside the scope of Theorem 7.4(a). This need can be met by proving such a version for locally convex spaces. However, an inspection of (8.1) shows that it is the bilinear form \( \langle \cdot, \cdot \rangle \) that is important.
for the definition of $f^*$, and not the topology on $E$ that gives $E^*$ as dual. This is why we have opted to make the definition as above. In some cases, the bilinear form is determined by a given topology on $E$ and, in other cases, the topology is determined by a given bilinear form.

We say that a locally convex topology $T$ on $E$ is $E^*$–compatible if the $T$–dual of $E$ is exactly $\{\langle \cdot, x^* \rangle : x^* \in E^* \}$. In this case, we write $S(E, T)$ for the family of all $T$–continuous seminorms on $E$. The facts that we shall need about locally convex spaces are that (i) if $z^* \in E^*$ then $|z^*| \in S(E, T)$, (ii) if $P \in S(E, T)$ and $L$ is a linear functional on $E$ such that $L \leq P$ on $E$ then $L \in \{\langle \cdot, x^* \rangle : x^* \in E^* \}$ and (iii) the sets $\{x \in E : Q(x) < 1\}$ ($Q \in S(E, T)$) form a $T$–base for the neighborhoods of 0.

The main results of this section are Theorem 8.1 and Theorem 8.4. In Theorem 8.1, we show how Theorem 1.11 leads to a necessary and sufficient condition for there to exist a Fenchel functional for $f$ and $g$ in this context, while in Theorem 8.4 we give a sufficient condition (in which neither function satisfies a semicontinuity condition) implying the results that are used in practice. Corollary 8.5 is a special case (which will be bootstrapped in Theorem 10.1) that leads to Corollary 8.6, a classical result due to Rockafellar. We will also show in Theorem 15.1 how to deduce the Attouch-Brezis version of the Fenchel Duality theorem from Theorem 8.4.

We emphasize that Theorem 8.1 and Theorem 7.4 give necessary and sufficient conditions for the existence of Fenchel functionals, and not merely sufficient conditions.

**Theorem 8.1.** Let $f, g \in PC(E)$ and $T$ be an $E^*$–compatible topology on $E$. Then there exists a Fenchel functional for $f$ and $g$ if, and only if, there exists $P \in S(E, T)$ such that $\{x, y \in E \implies f(x) + g(y) + P(x - y) \geq 0\}$. (8.4)

**Proof.** Suppose first that $z^*$ is a Fenchel functional for $f$ and $g$. Then, for all $x, y \in E$, $\langle x, -z^* \rangle - f(x) + (y, z^*) - g(y) \leq f^*(-z^*) + g^*(z^*) \leq 0$. Consequently, $f(x) + g(y) + \langle x - y, z^* \rangle \geq 0$, and (8.4) follows with $P := |z^*|$. See the remarks preceding Example 7.2 for an indication of how to prove the converse (using the Hahn–Banach–Lagrange theorem, Theorem 1.11). □

**Remark 8.2.** In this remark we sketch an “intrinsic” version of Theorem 8.1, i.e., a version which depends only on the duality and does not involve an additional topology, $T$. We have the following result: Let $f, g \in PC(E)$. Then there exists a Fenchel functional $z^*$ for $f$ and $g$ if, and only if, there exists a nonempty convex $w(E^*, E)$–compact subset $K$ of $E^*$ such that $\{x, y \in E \implies f(x) + g(y) + \sup \langle x - y, K \rangle \geq 0\}$.

“Only if” is obvious by taking $K := \{z^*\}$, and the converse follows by using the minimax theorem, Theorem 3.2, on the function defined on the set.
\((\text{dom } f \times \text{dom } g) \times K\) by \(((x, y), z^*) \mapsto f(x) + g(y) + \langle x - y, z^* \rangle\). Readers familiar with the theory of the Mackey topology will recognize the connection between this result and Theorem 8.1.

**Notation 8.3.** Let \(E\) be a nonzero vector space and \(f, g \in \mathcal{PC}(E)\). If \(w \in E\), we write \((f \ominus g)(w) := \inf_{z \in E} [f(z) + g(z - w)]\). Readers familiar with the definition of episum (= inf–convolution) will recognize that the definition of \(f \ominus g\) is the same as the definition of the episum of \(f\) and \(g\) except for a change of sign in the argument of \(g\). We note that

\[
\{ x \in E : (f \ominus g)(x) < \infty \} = \text{dom } f - \text{dom } g. \tag{8.5}
\]

Before embarking on Theorem 8.4, we should explain in broad terms what it achieves. Theorem 8.1 gives a necessary and sufficient condition for there to exist a Fenchel functional in terms of certain expressions in \(f\) and \(g\) being bounded below. Theorem 8.4 transforms this into a (more useful) sufficient condition for there to exist a Fenchel functional in terms of certain expressions in \(f\) and \(g\) being bounded above. Theorem 8.4 is sometimes known as a decoupling result. We will use Theorem 8.4 explicitly in Corollary 8.5, Theorem 10.1 and Theorem 15.1.

**Theorem 8.4.** Let \(f, g \in \mathcal{PC}(E)\), \(f + g \geq 0\) on \(E\) and

\[
F := \bigcup_{\lambda > 0} \lambda (\text{dom } g - \text{dom } f) \ni 0.
\]

Suppose that \(T\) is an \(E^*\)-compatible topology on \(E\) and \(f \ominus g\) is (finitely) bounded above in some \(T\)-neighborhood of 0 relative to \(F\). Then:

(a) \(8.4\) is satisfied.

(b) There exists a Fenchel functional for \(f\) and \(g\).

**Proof.** Choose \(Q \in \mathcal{S}(E, T)\) and \(M \geq 0\) such that

\[w \in F \text{ and } Q(w) < 1 \implies (f \ominus g)(w) < M. \tag{8.6}\]

We shall prove that \(8.4\) is satisfied with \(P := MQ \in \mathcal{S}(E, T)\). Now the inequality in \(8.4\) is immediate if \(x \notin \text{dom } f\) or \(y \notin \text{dom } g\), so we can and will assume that \(x \in \text{dom } f\) and \(y \in \text{dom } g\). Let \(\lambda > Q(x - y) \geq 0\) and \(w := (y - x)/\lambda \in F\). Since \(Q(w) < 1\), \(8.6\) gives \(z \in E\) such that

\[
f(z) + g(z - w) < M. \tag{8.7}
\]

Now \(x + \lambda z = y + \lambda(z - w)\), hence, since \(f + g \geq 0\) on \(E\),

\[
f \left( \frac{x + \lambda z}{1 + \lambda} \right) + g \left( \frac{y + \lambda(z - w)}{1 + \lambda} \right) \geq 0.
\]

Thus, using the convexity of \(f\) and \(g\),

\[
f(x) + \lambda f(z) + g(y) + \lambda g(z - w) \geq 0.
\]
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Combining this with (8.7), we derive that

\[ f(x) + g(y) + M\lambda \geq 0. \]

Letting \( \lambda \to Q(x - y) \) gives \( f(x) + g(y) + MQ(x - y) \geq 0 \), that is to say

\[ f(x) + g(y) + P(x - y) \geq 0. \]

This completes the proof of (a), and (b) then follows from Theorem 8.1. □

**Corollary 8.5.** Let \( f, g \in \mathcal{PC}(E) \), \( f + g \geq 0 \) on \( E \), \( T \) be an \( E^* \)-compatible topology on \( E \), and \( g \) be (finitely) bounded above in some \( T \)-neighborhood of a point of \( \text{dom} f \). Then there exists a Fenchel functional for \( f \) and \( g \).

**Proof.** In this case, \( \bigcup_{\lambda>0}\lambda(\text{dom} g - \text{dom} f) = E \ni 0 \). Choose \( z \in \text{dom} f \), \( N \in \mathbb{R} \) and \( Q \in \mathcal{S}(E, T) \) such that \( w \in E \) and \( Q(w) < 1 \implies g(z - w) < N \), and define

\[ M := f(z) + N > f(z) + g(z) = (f + g)(z) \geq 0. \]

If \( w \in E \) and \( Q(w) < 1 \) then \( (f \ominus g)(w) \leq f(z) + g(z - w) < M \), and so (8.6) is satisfied. The result now follows from Theorem 8.4(b). □

Corollary 8.6 is an immediate consequence of Corollary 8.5 (see Rockafellar, [76, Theorem 1, pp. 82–83], Zălinescu, [118, Theorem 2.8.3(iii), p. 123] or Borwein–Zhu, [23, Sections 4.3.1–2, pp. 127–129]). We will use this result explicitly in Theorem 9.3, the transversality theorem, Theorem 19.16, Lemma 22.1 and Lemma 35.5. We refer the reader to Remark 15.3 for a comparison of Corollary 8.6 with the Attouch–Brezis version of the Fenchel duality theorem, Theorem 15.1.

**Corollary 8.6.** Let \( f, g \in \mathcal{PC}(E) \), \( f + g \geq 0 \) on \( E \), \( T \) be an \( E^* \)-compatible topology on \( E \), and \( g \) be finite and \( T \)-continuous at a point of \( \text{dom} f \). Then there exists a Fenchel functional for \( f \) and \( g \).

We have presented Corollary 8.6 as a consequence of Corollary 8.5. However, they are in fact equivalent, as is evident from the following result, which will be used in Lemma 13.3 and Definition 38.1. The argument is an adaptation to the seminorm case of that of Phelps, [67, Proposition 1.6, p. 4] or Borwein–Zhu, [23, Section 4.1.2, pp. 112–113].

**Theorem 8.7.** Let \( E \) be a nonzero vector space, \( f \in \mathcal{PC}(E) \), \( z_0 \in E \), \( K \in \mathbb{R} \), and \( P : E \to \mathbb{R} \) be a seminorm such that

\[ z \in E \text{ and } P(z - z_0) \leq 1 \implies f(z) \leq K. \quad (8.8) \]

Then

\[
\begin{align*}
    x, y \in E, P(x - z_0) &\leq \frac{1}{2} \text{ and } P(y - z_0) \leq \frac{1}{2} \implies \\
    |f(x) - f(y)| &\leq 4(K - f(z_0))P(x - y). 
\end{align*}
\]

(8.9)
Proof. Let $x, y \in E$, $P(x - z_0) \leq \frac{1}{2}$ and $P(y - z_0) \leq \frac{1}{2}$. (8.8) implies that $f(x), f(y) \in \mathbb{R}$, and we can and will suppose that $f(x) - f(y) \geq 0$. Let $\lambda > 2P(x - y) \geq 0$, and $z := x + (x - y)/\lambda$. Then

$$P(z - z_0) \leq P(x - z_0) + P(x - y)/\lambda \leq \frac{1}{2} + \frac{1}{2} = 1.$$  

and thus (8.8) gives

$$f(z) \leq K. \quad (8.10)$$

On the other hand, since $P((2z_0 - y) - z_0) = P(y - z_0) \leq \frac{1}{2}$, (8.8) also gives $f(2z_0 - y) \leq K$, from which

$$f(z_0) \leq \frac{1}{2}f(y) + \frac{1}{2}f(2z_0 - y) \leq \frac{1}{2}f(y) + \frac{1}{2}K.$$  

Thus $f(y) \geq 2f(z_0) - K$. If we combine this with (8.10), we obtain

$$f(z) - f(y) \leq K - (2f(z_0) - K) = 2(K - f(z_0)). \quad (8.11)$$

Now $x = (y + \lambda z)/(1 + \lambda)$, from which $f(x) \leq (f(y) + \lambda f(z))/(1 + \lambda)$ and so, combining with (8.11),

$$(1 + \lambda)(f(x) - f(y)) \leq \lambda(f(z) - f(y)) \leq 2\lambda(K - f(z_0)).$$

Thus, since $1 \leq 1 + \lambda$ and $f(x) - f(y) \geq 0$,

$$f(x) - f(y) \leq 2\lambda(K - f(z_0)).$$

The result now follows by letting $\lambda \to 2P(x - y)$.

We conclude this section with a result (the “bipolar theorem for locally convex spaces”) which we will use in Theorem 45.12. The proof is an obvious adaptation of that of Theorem 4.4.

**Theorem 8.8.** Let $C$ be a nonempty convex subset of $E$, $T$ be an $E^*$–compatible topology on $E$, $C^T$ be the closure of $C$ with respect to $T$ and $x \in E$. Then $x \in C^T$ if, and only if,

$$x^* \in E^* \implies \langle x, x^* \rangle \leq \sup \langle C, x^* \rangle \quad (8.12)$$

**Proof.** “Only if” is immediate since all the functions $\{\langle \cdot, x^* \rangle : x^* \in E^*\}$ are $T$–continuous on $E$. Suppose, conversely, that $x \in E \setminus C^T$. Then there exists $P \in \mathcal{S}(E,T)$ such that $\inf_{c \in C} P(x - c) > 0$. From the Mazur–Orlicz theorem, Lemma 1.6, with $D := x - C$, there exists a linear function $L$ on $E$ such that $L \leq P$ on $E$ and $\inf_D L = \inf_D P > 0$. Thus there exists $x^* \in E^*$ such that $\inf_{c \in C} \langle x - c, x^* \rangle > 0$, from which $\langle x, x^* \rangle > \sup \langle C, x^* \rangle$. So (8.12) fails, completing the proof of the theorem. 

□
9 Some properties of $\frac{1}{2} \| \cdot \|^2$

The main result of this section is Theorem 9.3, a sharp version of the Fenchel duality theorem for normed spaces that has proved to be very useful in the investigation of monotone multifunctions. This result was first established in Simons–Zălinescu, [108, Theorem 2.1, pp. 5–6] with a proof that is more direct but also much more computational. We start off with two preliminary lemmas.

**Lemma 9.1.** Let $E$ be a nonzero normed space with dual $E^*$, $x, y \in E$ and $-\infty < c \leq \frac{1}{2} \| x \|^2$. Then

$$c - \frac{1}{2} \| y \|^2 \leq \| x - y \| \left( \| x \| - \sqrt{\| x \|^2 - 2c} \right).$$

**Proof.** The triangle inequality gives $\| x \| - \| x - y \| \leq \| y \|$. Squaring and dividing by 2, $\frac{1}{2} \| x \|^2 + \frac{1}{2} \| x - y \|^2 - \frac{1}{2} \| y \|^2 \leq \| x - y \| \| x \|$. Thus

$$c - \frac{1}{2} \| y \|^2 \leq c - \frac{1}{2} \| y \|^2 + \frac{1}{2} \left( \sqrt{\| x \|^2 - 2c} - \| x - y \| \right)^2$$

$$= \frac{1}{2} \| x \|^2 + \frac{1}{2} \| x - y \|^2 - \frac{1}{2} \| y \|^2 - \| x - y \| \sqrt{\| x \|^2 - 2c}$$

$$\leq \| x - y \| \| x \| - \| x - y \| \sqrt{\| x \|^2 - 2c}. \quad \Box$$

**Lemma 9.2.** Let $E$ be a nonzero normed space with dual $E^*$, $x \in E$ and $-\infty \leq c \leq \frac{1}{2} \| x \|^2$. Then

$$\sup_{y \in E \setminus \{ x \}} \frac{c - \frac{1}{2} \| y \|^2}{\| x - y \|} \vee 0 = \left( \| x \| - \sqrt{\| x \|^2 - 2c} \right) \vee 0. \quad (9.1)$$

**Proof.** Since both sides of the above equation are zero when $c = -\infty$, we can and will suppose that $c \in \mathbb{R}$. Furthermore, the inequality “$\leq$” in (9.1) follows easily from Lemma 9.1. Define $g : E \to \mathbb{R}$ by $g(z) := \frac{1}{2} \| z \|^2$ and let

$$M := \sup_{y \in E \setminus \{ x \}} \frac{c - \frac{1}{2} \| y \|^2}{\| x - y \|} \vee 0.$$ 

Then $0 \leq M < \infty$ and $y \neq x \Rightarrow M \| x - y \| + g(y) \geq c$. Since this inequality holds trivially if $y = x$, the Hahn–Banach–Lagrange theorem, Theorem 1.11, gives $z^* \in E^*$ such that $\| z^* \| \leq M$ and

$$y \in E \quad \Rightarrow \quad (x - y, z^*) + g(y) \geq c \iff 2(x, z^*) \geq 2(y, z^*) - 2g(y) + 2c.$$ 

Taking the supremum of the latter inequality over $y \in E$ and using the (well known) fact that $g^*(z^*) = \frac{1}{2} \| z^* \|^2$ (exercise!), we have
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\[2\langle x, z^* \rangle \geq 2g^*(z^*) + 2c = \|z^*\|^2 + 2c.\]

Thus
\[\|x\|^2 - 2\|x\||z^*| + \|z^*\|^2 \leq \|x\|^2 - 2\langle x, z^* \rangle + \|z^*\|^2 \leq \|x\|^2 - 2c.\]

Taking the square root gives \[\|x\| - \|z^*\| \leq \sqrt{\|x\|^2 - 2c},\] and so
\[M \geq \|z^*\| \geq \|x\| - \sqrt{\|x\|^2 - 2c}.\]

The inequality “≥” in (9.1) now follows immediately. \(\square\)

Our next result will be used explicitly in Theorem 21.4.

**Theorem 9.3.** Let \(E\) be a nonzero normed space with dual \(E^*\), \(f \in PC(E)\) and \(x \in E \Rightarrow f(x) + \frac{1}{2}\|x\|^2 \geq 0.\)

Then:
(a) There exists \(x^* \in E^*\) such that \(f^*(x^*) + \frac{1}{2}\|x^*\|^2 \leq 0.\)

(b) \[\min \{\|x^*\|: x^* \in E^*, f^*(x^*) + \frac{1}{2}\|x^*\|^2 \leq 0\} = \sup_{x, y \in E, x \neq y} \frac{-f(x) - \frac{1}{2}\|y\|^2}{\|x - y\|} \lor 0.\]

(c) There exists \(x^* \in E^*\) such that \(f^*(x^*) + \frac{1}{2}\|x^*\|^2 \leq 0\) and
\[\|x^*\| = \sup_{x \in E} \left[\|x\| - \sqrt{2f(x) + \|x\|^2}\right] \lor 0.\]

(d) Let \(x^* \in E^*\) and \(f^*(x^*) + \frac{1}{2}\|x^*\|^2 \leq 0.\) Then
\[\sup_{x \in E} \left[\|x\| - \sqrt{2f(x) + \|x\|^2}\right] \lor 0 \leq \|x^*\| \leq \inf_{x \in E} \left[\|x\| + \sqrt{2f(x) + \|x\|^2}\right].\]

**Proof.** (a) Define \(g: E \to \mathbb{R}\) by \(g(z) := \frac{1}{2}\|z\|^2\). Since \(g\) is continuous and convex, Rockafellar’s version of the Fenchel duality theorem, Corollary 8.6, implies that there exists a Fenchel functional, \(z^*\), for \(f\) and \(g\), and (a) follows with \(x^* := -z^*\).

(b) This follows from Theorem 7.4(b,c).

(c) It is clear that
\[\sup_{x, y \in E, x \neq y} \frac{-f(x) - \frac{1}{2}\|y\|^2}{\|x - y\|} = \sup_{x \in E} \sup_{y \in E \setminus \{x\}} \frac{-f(x) - \frac{1}{2}\|y\|^2}{\|x - y\|}.\]

For a given \(x \in E\), we use Lemma 9.2 with \(c = -f(x)\), then take the supremum over \(x \in E\) and appeal to (b).

(d) The Fenchel–Young inequality, (8.2), implies that, for all \(x \in E\),
Let applied later to the existence of autoconjugates in SSDB spaces. Consequently, $$\langle x, x \rangle \leq \langle x, z^* \rangle + g^*(z^*).$$

Taking the supremum over $$\langle f, g \rangle (x) = \langle x, z^* \rangle - f(x) + \langle x, z^* \rangle - g(x) \leq f^*(x^* - z^*) + g^*(z^*).$$

The conclusion of Theorem 10.1 and its two corollaries is that $$(f + g)^*$$ is the exact episum or exact inf–convolution of $$f^*$$ and $$g^*$$. Corollary 10.4 will be applied later to the existence of autoconjugates in SSDB spaces.

**Theorem 10.1.** Let $$f, g \in \mathcal{PC}(E)$$ and $$F := \bigcup_{\lambda > 0} \lambda [\text{dom } g - \text{dom } f] \ni 0$$. Let $$T$$ be a $$E^*$$–compatible topology on $$E$$, $$x^* \in E^*$$ and $$(f - x^*) \oplus g$$ be (finitely) bounded above in some $$T$$–neighborhood of $$0$$ relative to $$F$$. Then

$$(f + g)^*(x^*) = \min_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right].$$

**Proof.** If $$z^* \in E^*$$ and $$x \in E$$ then

$$\langle x, x^* \rangle - (f + g)(x) = \langle x, x^* - z^* \rangle - f(x) + \langle x, z^* \rangle - g(x) \leq f^*(x^* - z^*) + g^*(z^*).$$

Taking the supremum over $$x \in E$$, we have $$(f + g)^*(x^*) \leq f^*(x^* - z^*) + g^*(z^*)$$. Consequently,

$$(f + g)^*(x^*) \leq \inf_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right].$$

In order to prove the opposite inequality, we can and will suppose that $$(f + g)^*(x^*) \in \mathbb{R}$$. The Fenchel–Young inequality, (8.2), implies that

$$(f - x^* + (f + g)^*(x^*))) + g = (f + g) + (f + g)^*(x^*) - x^* \geq 0$$

on $$E$$. Since $$\text{dom } (f - x^* + (f + g)^*(x^*)) = \text{dom } f$$, Theorem 8.4(b) implies that there exists a Fenchel functional, $$z^*$$, for $$f - x^* + (f + g)^*(x^*)$$ and $$g$$. However,

$$(f - x^* + (f + g)^*(x^*))^*(-z^*) = f^*(x^* - z^*) - (f + g)^*(x^*),$$

and so $$f^*(x^* - z^*) - (f + g)^*(x^*) \leq 0$$, that is to say

$$f^*(x^* - z^*) + g^*(z^*) \leq (f + g)^*(x^*).$$

This completes the proof of (10.1). □

10 The conjugate of a sum in the locally convex case

As in Section 8, $$E$$ and $$E^*$$ are nonzero real vector spaces, and $$\langle \cdot, \cdot \rangle : E \times E^* \rightarrow \mathbb{R}$$ is a bilinear form that separates the point of $$E$$ and also separates the points of $$E^*$$. We now bootstrap Theorem 8.4(b) to obtain Theorem 10.1. The conclusion of Theorem 10.1 and its two corollaries is that $$(f + g)^*$$ is the exact episum or exact inf–convolution of $$f^*$$ and $$g^*$$. Corollary 10.4 will be applied later to the existence of autoconjugates in SSDB spaces.

$$(f^* + g^*)(x^*) = \min_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right].$$
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Corollary 10.2. Let \( f, g \in \mathcal{PC}(E) \), \( T \) be a \( E^* \)-compatible topology on \( E \), and \( g \) be (finitely) bounded above in some \( T \)-neighborhood of a point of \( \text{dom } f \) and \( x^* \in E^* \). Then

\[
(f + g)^*(x^*) = \inf_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right]. \tag{10.1}
\]

**Proof.** In this case, \( F = E \ni 0 \). Choose \( u \in \text{dom } f \), \( N \in \mathbb{R} \) and \( Q \in S(E, T) \) such that \( w \in E \) and \( Q(w) < 1 \implies g(u - w) < N \), and define

\[
M := f(u) - \langle u, x^* \rangle + N.
\]

If \( w \in E \) and \( Q(w) < 1 \) then \((f-x^*) \ominus g)(w) \leq f(u) - \langle u, x^* \rangle + g(u-w) < M \), and so the result now follows from Theorem 10.1. \( \square \)

Corollary 10.3 is an immediate consequence of Corollary 10.2 (see Rockafellar, [76, Theorem 3(a), p. 85] or Zălinescu, [118, Theorem 2.8.7(iii), p. 127]):

**Corollary 10.3.** Let \( f, g \in \mathcal{PC}(E) \), \( T \) be a \( E^* \)-compatible topology on \( E \), and \( g \) be finite and \( T \)-continuous at a point of \( \text{dom } f \). Then, for all \( x^* \in E^* \),

\[
(f + g)^*(x^*) = \inf_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right]. \tag{10.1}
\]

The following “symmetric” result will be used in our discussion of the existence of autoconjugates in SSDB spaces in Theorem 21.10. It is based on some of the results established by Bauschke–Wang in [13] for “kernel averages” in spaces of the form \( E \times E^* \) (where \( E \) is a reflexive Banach space).

**Corollary 10.4.** Let \( f_1, f_2, g \in \mathcal{PC}(E) \), \( T \) be a \( E^* \)-compatible topology on \( E \), and \( g \) be finite and \( T \)-continuous at a point of \( \text{dom } f_1 - \text{dom } f_2 \). Suppose that, for all \( x \in E \),

\[
h(x) := \inf_{z \in E} \left[ \frac{1}{2} f_1(x + z) + \frac{1}{2} f_2(x - z) + \frac{1}{4} g(2z) \right] > -\infty.
\]

It is easily seen that \( h \in \mathcal{PC}(E) \). Then, for all \( x^* \in E^* \),

\[
h^*(x^*) = \min_{z^* \in E^*} \left[ \frac{1}{2} f_1^*(x^* + z^*) + \frac{1}{2} f_2^*(x^* - z^*) + \frac{1}{4} g^*(-2z^*) \right].
\]

**Proof.** Define \( f_3, g_1: E \times E \to [-\infty, \infty] \) by

\[
f_3(x_1, x_2) := \frac{1}{2} f_1(x_1) + \frac{1}{2} f_2(x_2) \quad \text{and} \quad g_1(x_1, x_2) := \frac{1}{4} g(x_1 - x_2).
\]

Then

\[
h^*(x^*) = \sup_{x, z \in E} \left[ \langle x, x^* \rangle - f_3(x + z, x - z) - \frac{1}{4} g(2z) \right].
\]

Now make the substitution \((x_1, x_2) = (x + z, x - z)\), so that \( x = \frac{1}{2}(x_1 + x_2) \) and \( 2z = x_1 - x_2 \). Thus
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\[ h^*(x^*) = \sup_{(x_1, x_2) \in E \times E} \left[ (x_1 + x_2, \frac{1}{2} x^*) - f_3(x_1, x_2) - \frac{1}{4} g(x_1 - x_2) \right] \]

\[ = \sup_{(x_1, x_2) \in E \times E} \left[ \langle (x_1, x_2), \left( \frac{1}{2} x^*, \frac{1}{2} x^* \right) \rangle - f_3(x_1, x_2) - g_1(x_1, x_2) \right] \]

\[ = (f_3 + g_1)^* \left( \frac{1}{2} x^*, \frac{1}{2} x^* \right), \quad (10.2) \]

where the conjugate is computed using the bilinear form defined on \((E \times E) \times (E^* \times E^*)\) by \(\langle (x_1, x_2), (x_1^*, x_2^*) \rangle \mapsto \langle x_1, x_1^* \rangle + \langle x_2, x_2^* \rangle\). We note then that the topology \(T \times T\) on \(E \times E\) is \(E^* \times E^*\)-compatible. We now compute \(f_3^*\) and \(g_1^*\). For all \((y_1^*, y_2^*) \in E^* \times E^*\), we have

\[ f_3^*(y_1^*, y_2^*) = \sup_{(x_1, x_2) \in E \times E} \left[ \langle x_1, y_1^* \rangle + \langle x_2, y_2^* \rangle - \frac{1}{2} f_1(x_1) - \frac{1}{2} f_2(x_2) \right] \]

\[ = \frac{1}{2} \sup_{x_1, x_2 \in E} \left[ \langle x_1, 2y_1^* \rangle + \langle x_2, 2y_2^* \rangle - f_1(x_1) - f_2(x_2) \right] \]

\[ = \frac{1}{2} f_1^*(2y_1^*) + \frac{1}{2} f_2^*(2y_2^*) \quad (10.3) \]

and, for all \((z_1^*, z_2^*) \in E^* \times E^*\), we have

\[ g_1^*(z_1^*, z_2^*) = \sup_{(x_1, x_2) \in E \times E} \left[ \langle x_1, z_1^* \rangle + \langle x_2, z_2^* \rangle - \frac{1}{4} g(x_1 - x_2) \right] \]

\[ = \sup_{x_1, x_2 \in E} \left[ \langle x_1, z_1^* \rangle + \langle x_1 - x_3, z_2^* \rangle - \frac{1}{4} g(x_3) \right] \]

\[ = \sup_{x_1, x_3 \in E} \left[ \langle x_1, z_1^* + z_2^* \rangle + \langle -x_3, z_2^* \rangle - \frac{1}{4} g(x_3) \right] \]

\[ = \sup_{x_1 \in E} \left[ \langle x_1, z_1^* + z_2^* \rangle + \sup_{x_3 \in E} \left[ \langle x_3, -z_2^* \rangle - \frac{1}{4} g(x_3) \right] \right] \]

\[ = \sup_{x_1 \in E} \left( \langle x_1, z_1^* + z_2^* \rangle + \frac{1}{4} g^*(-4z_2^*) \right) \]

\[ = \begin{cases} \frac{1}{4} g^*(-4z_2^*), & \text{if } z_1^* + z_2^* = 0; \\ \infty, & \text{otherwise.} \end{cases} \quad (10.4) \]

Since \(\text{dom } f_3 = \text{dom } f_1 \times \text{dom } f_2\), \(g_1\) is \(T \times T\)-continuous at a point of \(\text{dom } f_3\), and so we derive from Corollary 10.3 and (10.4) that

\[(f_3 + g_1)^*(\frac{1}{2} x^*, \frac{1}{2} x^*) = \min_{z_1^* + z_2^* = 0} \left[ f_3^* \left( \frac{1}{2} x^* - z_1^*, \frac{1}{2} x^* - z_2^* \right) + \frac{1}{4} g^*(-4z_2^*) \right].\]

If we now put \(z_1^* = -\frac{1}{2} z^*\) and \(z_2^* = \frac{1}{2} z^*\), we obtain from (10.2) and (10.3) that

\[ h^*(x^*) = \min_{z^* \in E^*} \left[ f_3^* \left( \frac{1}{2} x^* + \frac{1}{2} z^*, \frac{1}{2} x^* - \frac{1}{2} z^* \right) + \frac{1}{4} g^*(-2z^*) \right] \]

\[ = \min_{z^* \in E^*} \left[ \frac{1}{2} f_1^* (x^* + z^*) + \frac{1}{2} f_2^* (x^* - z^*) + \frac{1}{4} g^*(-2z^*) \right]. \quad \Box \]
11 Fenchel duality vs the conjugate of a sum

The results of Section 10 indicate the (well known) fact that results on the conjugate of a sum are very close to the Fenchel duality theorem. The purpose of this section is to draw a distinction between these two kinds of result. Examples 11.1 and 11.2 were worked out in collaboration with Regina Burachik, and Example 11.3 is based on a suggestion of Jonathan Borwein. There is an example similar to Example 11.1 in Bot–Wanka, [26, pp. 2798–2799]. Let $E$ be a nonzero Banach space and $f, g \in PC(E)$. We say that $f$ and $g$ satisfy Fenchel duality if there exists $z^* \in E^*$ such that

$$f^*(-z^*) + g^*(z^*) = (f + g)^*(0).$$

**Example 11.1.** We give an example of proper, convex lower semicontinuous functions $f$ and $g$ on $\mathbb{R}^2$ that satisfy Fenchel duality but, for most $r \in (\mathbb{R}^2)^* = \mathbb{R}^2$, it is not true that there exist $p, q \in \mathbb{R}^2$ such that $p + q = r$ and $f^*(p) + g^*(q) = (f + g)^*(r)$.

Let $C = \{x \in \mathbb{R}^2: \|x\| \leq 1\}$ and $x_0 = (1, 0) \in \mathbb{R}^2$. Write $A := x_0 - C$, $B := C - x_0$, $f := \mathbb{I}_A$, and $g := \mathbb{I}_B$, where $\mathbb{I}_X$ is the indicator function of $X$, that is to say

$$\mathbb{I}_X(x) := \begin{cases} 0, & \text{if } x \in X; \\ \infty, & \text{otherwise.} \end{cases}$$

We note then that $f + g = \mathbb{I}_{\{0\}}$. Since $f^*(0) = g^*(0) = (f + g)^*(0) = 0$, $f$ and $g$ satisfy Fenchel duality.

Now, for all $p, q \in \mathbb{R}^2$, $f^*(p) = \|p\| + p_1$ and $g^*(q) = \|q\| - q_1$. Consequently

$$f^*(p) \geq 0 \quad \text{and} \quad (f^*(p) = 0 \iff p_1 \leq 0 \text{ and } p_2 = 0), \quad (11.1)$$

and

$$g^*(q) \geq 0 \quad \text{and} \quad (g^*(q) = 0 \iff q_1 \geq 0 \text{ and } q_2 = 0). \quad (11.2)$$

If $p, q \in \mathbb{R}^2$ are such that $p + q = r$ and $f^*(p) + g^*(q) = (f + g)^*(r)$ then, since $(f + g)^*(r) = 0$, (11.1) and (11.2) imply that $f^*(p) = 0$ and $g^*(q) = 0$, consequently $p_2 = 0$ and $q_2 = 0$, from which $r_2 = 0$. Thus if $r_2 \neq 0$ then there do not exist $p, q \in \mathbb{R}^2$ such that $p + q = r$ and $f^*(p) + g^*(q) = (f + g)^*(r)$.

We can look at this another way: if $r \in \mathbb{R}^2$, and $f$ and $g - r$ satisfy Fenchel duality then there exists $p \in \mathbb{R}^2$ such that

$$(f + g - r)^*(0) = f^*(p) + (g - r)^*(-p),$$

that is to say $f^*(p) + g^*(r - p) = 0$, and the analysis above shows that $r_2 = 0$. This argument can easily be reversed: if $r \in \mathbb{R}^2$ and $r_2 = 0$ then there exist $p, q \in \mathbb{R}^2$ such that $p + q = r$ and $f^*(p) + g^*(q) = (f + g)^*(r)$, and $f$ and $g - r$ satisfy Fenchel duality. At any rate, $f$ and $g$ fail “stable Fenchel–Rockafellar duality” in the sense of [33, Theorem 3.2(i)].
Example 11.2. [33, Theorem 3.2(ii)] tells us that $e^{\ast}_{\ast} + e^{\ast}_{g \ast}$ is not closed in $\mathbb{R}^{2} \times \mathbb{R}$ in Example 11.1. We now confirm this by giving an explicit description of this set. If $p_{1} < 0 < q_{1}$ then

$$f^{\ast}(p) = \frac{\|p\|^{2} - p_{1}^{2}}{\|p\| - p_{1}} \leq \frac{p_{2}^{2}}{2|p_{1}|}$$ and  \quad $$g^{\ast}(q) = \frac{\|q\|^{2} - q_{1}^{2}}{\|q\| + q_{1}} \leq \frac{q_{2}^{2}}{2|q_{1}|}. \quad (11.3)$$

Let $r$ be an arbitrary element of $\mathbb{R}^{2}$ and $n > |r_{1}|$. Then, from (11.3),

$$f^{\ast}\left(\frac{r}{2} - ne_{1}\right) \leq \frac{r_{2}^{2}}{4(2n - r_{1})}$$ and  \quad $$g^{\ast}\left(\frac{r}{2} + ne_{1}\right) \leq \frac{r_{2}^{2}}{4(2n + r_{1})}.$$ Thus

$$\left(\frac{r}{2} - ne_{1}, \frac{r_{2}^{2}}{4(2n - r_{1})}\right) \in e^{\ast}_{f^{\ast}} \text{ and } \left(\frac{r}{2} + ne_{1}, \frac{r_{2}^{2}}{4(2n + r_{1})}\right) \in e^{\ast}_{g^{\ast}},$$ and so

$$\left(r, \frac{r_{2}^{2}}{4(2n - r_{1})} + \frac{r_{2}^{2}}{4(2n + r_{1})}\right) \in e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}}.$$ Since $e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}}$ recedes vertically, it follows by letting $n \to \infty$ that

$$\{(r_{1}, r_{2}, \lambda): r_{2} = 0, \lambda \geq 0\} \cup \{(r_{1}, r_{2}, \lambda): r_{2} \neq 0, \lambda > 0\} \subset e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}}.$$ It is also clear from (11.1) and (11.2) that $e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}} \subset \mathbb{R}^{2} \times \mathbb{R}^{+}$. Suppose now that $(r, 0) \in e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}}$. Then there exist $(p, \lambda) \in e^{\ast}_{f^{\ast}}$ and $(q, \mu) \in e^{\ast}_{g^{\ast}}$ such that $(p + q, \lambda + \mu) = (r, 0)$. Then $0 = \lambda + \mu \geq f^{\ast}(p) + g^{\ast}(q)$ so, from (11.1) and (11.2), $f^{\ast}(p) = 0$ and $g^{\ast}(q) = 0$. Arguing as in Example 11.1, $r_{2} = 0$.

Combining all this together, we have

$$e^{\ast}_{f^{\ast} + e^{\ast}_{g^{\ast}}} = \{(r_{1}, r_{2}, \lambda): r_{2} = 0, \lambda \geq 0\} \cup \{(r_{1}, r_{2}, \lambda): r_{2} \neq 0, \lambda > 0\}$$ (which is obviously not closed).

We now investigate an even more unstable case of Fenchel duality. However, the analysis is a little more technical. Let $E$ be a nonzero Banach space and $f, g \in PC(E)$. We shall say that the pair $f, g$ is totally Fenchel unstable if $f$ and $g$ satisfy Fenchel duality but

$$y^{\ast}, z^{\ast} \in E^{\ast} \text{ and } f^{\ast}(y^{\ast}) + g^{\ast}(z^{\ast}) = (f + g)^{\ast}(y^{\ast} + z^{\ast}) \implies y^{\ast} + z^{\ast} = 0.$$
Example 11.3. We recall that if \( C \) is a convex subset of a Banach space \( E \) and \( x \in C \) then \( x \) is a support point of \( C \) if there exists \( x^* \in E^* \setminus \{0\} \) such that \( \langle x, x^* \rangle = \sup \langle C, x^* \rangle \). We will give an example below of a nonempty \( w(E, E^*) \)-compact convex subset \( C \) of a Banach space \( E \) (actually \( \ell^2 \)) such that there exists an extreme point \( x_0 \) of \( C \) which is not a support point of \( C \). Again, write \( A := x_0 - C, B := C - x_0, f := \mathbb{I}_A \) and \( g := \mathbb{I}_B \). The fact that \( x_0 \) is an extreme point of \( C \) implies that \( f + g = \mathbb{I}_{\{0\}} \). As in Example 11.1, \( f \) and \( g \) satisfy Fenchel duality.

Now, for all \( y^*, z^* \in E^* \),
\[
f^*(y^*) = \langle x_0, y^* \rangle - \inf \langle C, y^* \rangle \geq 0 \quad \text{and} \quad g^*(z^*) = \sup \langle C, z^* \rangle - \langle x_0, z^* \rangle \geq 0.
\]

Let \( y^*, z^* \in E^* \) be such that
\[
y^* + z^* = x^* \quad \text{and} \quad f^*(y^*) + g^*(z^*) = (f + g)^*(x^*).
\]

Thus \( f^*(y^*) + g^*(z^*) = 0 \), from which \( f^*(y^*) = 0 \) and \( g^*(z^*) = 0 \). Consequently, \( \langle x_0, y^* \rangle = \inf \langle C, y^* \rangle \) and \( \langle x_0, z^* \rangle = \sup \langle C, z^* \rangle \). Since \( x_0 \) is not a support point of \( C \), \( y^* = 0 \) and \( z^* = 0 \), thus \( x^* = y^* + z^* = 0 \). So we have established that \( f \) and \( g \) are totally Fenchel unstable.

By analogy with the result established in Example 11.2, one is tempted to ask whether
\[
\mathop{	ext{epi}} f^* + \mathop{	ext{epi}} g^* = \{(0, 0)\} \cup (E^* \times ]0, \infty[). \tag{11.4}
\]

The inclusion “\( \subset \)” is clear from the discussion above, and it is also clear that \((0, 0) \in \mathop{	ext{epi}} f^* + \mathop{	ext{epi}} g^* \). Thus (11.4) is equivalent to:
\[
\mathop{	ext{epi}} f^* + \mathop{	ext{epi}} g^* \supset E^* \times ]0, \infty[. \tag{11.5}
\]

We now prove that this is the case, using an adaptation of a very nice argument provided by Radu Ioan Bot (personal communication). Let \( y^* \in E^* \). Let \( h: E^* \to \mathbb{R} \) and \( k: E^* \to \mathbb{R} \) be defined by \( h := f^* \) and \( k(z^*) := g^*(y^* - z^*) \). Since \( h \) and \( k \) are continuous and convex on \( E^* \), it follows from Rockafellar’s formula for the conjugate of a sum, Corollary 10.3, that
\[
- \inf_{E^*} [h + k] = (h + k)^*(0) = \min_{z^* \in E^*} \left[ h^*(z^*) + k^*(-z^*) \right].
\]

Since \( \widehat{A} \) and \( \widehat{B} \) are \( w(E^{**}, E^*) \)-compact and \( w(E^{**}, E^*) \) is an \( E^* \)-compatible topology on \( E^{**} \), it follows from Theorem 8.8 that, for all \( z^{**} \in E^{**} \), \( h^*(z^{**}) = \mathbb{I}_{\widehat{A}}(z^{**}) \) and \( k^*(-z^{**}) = \mathbb{I}_{\widehat{B}}(z^{**}) - \langle y^*, z^{**} \rangle \). Consequently, if \( h^*(z^{**}) + k^*(-z^{**}) < 0 \) then \( z^{**} \in \widehat{A} \cap \widehat{B} \), from which \( z^{**} = 0 \). Thus
\[
- \inf_{E^*} [h + k] = h^*(0) + k^*(-0) = 0,
\]
and so, for all \( \varepsilon > 0 \), there exists \( z^* \in E^* \) such that \( h(z^*) + k(z^*) \leq \varepsilon \), that is to say \( f^*(z^*) + g^*(y^* - z^*) \leq \varepsilon \). It is clear from this that \((y^*, \varepsilon) \in \mathop{	ext{epi}} f^* + \mathop{	ext{epi}} g^* \), which gives (11.5), as required.
Here is the promised example, which was suggested by Jonathan Borwein. Let $E = \ell^2$, $1 < p < 2$, and $C := \{ x \in \ell^2 : \|x\|_p \leq 1 \}$. Since the function $\| \cdot \|_p$ is lower semicontinuous on $\ell^2$, $C$ is closed, and obviously $C$ is convex (and $C = -C$). Then $x$ is an extreme point of $C$ if, and only if, $\|x\|_p = 1$.

Let $x \in C$ and $\|x\|_p = 1$. We shall prove that $x$ is a support point of $C$ if, and only if, $x \in \ell^2(p-1)$. Suppose first that $x$ is a support point of $C$. Then there exists $y \in \ell^2 = (\ell^2)^*$ such that $y \neq 0$ and (assuming that $\frac{1}{p} + \frac{1}{q} = 1$)

$$\langle x, y \rangle = \sup(C, y) = \|y\|_q = \|x\|_p\|y\|_q.$$ 

Thus we have equality in Hölder’s inequality, and so there exists $\lambda > 0$ such that, for all $n \geq 1$, $|y_n|^q = (\lambda|x_n|)^{2p/q}$. Since $y \in \ell^2$, $\sum_{n \geq 1} (\lambda|x_n|)^{2p/q} < \infty$, that is to say, $x \in \ell^2(p-1)$, as required. Suppose, conversely, that $x \in \ell^2(p-1)$. For all $n \geq 1$, let $y_n = \text{sgn} x_n |x_n|^{p-1}$. Then $y \in \ell^2 = (\ell^2)^*$. Further,

$$\langle x, y \rangle = \sum_{n \geq 1} x_n y_n = \sum_{n \geq 1} x_n \text{sgn} x_n |x_n|^{p-1} = \sum_{n \geq 1} |x_n|^p = 1$$

and

$$\sup(C, y) = \|y\|_q = \left( \sum_{n \geq 1} |x_n|^{q(p-1)} \right)^{1/q} = \left( \sum_{n \geq 1} |x_n|^p \right)^{1/q} = 1^{1/q} = 1,$$

so $x$ is a support point of $C$. Since $2(p-1) < p$, there are plenty of extreme points of $C$ that are not support points.

**Remark 11.4.** What we have actually shown above is that if $C$ is a $w(E, E^*)$-compact convex subset of a Banach space $E$, $x_0$ is an extreme point of $C$, $f := \mathbb{I}_{x_0-C}$, $g := \mathbb{I}_{C-x_0}$, $y^* \in E^*$ and $\varepsilon > 0$ then there exists $z^* \in E^*$ such that $f^*(z^*) + g^*(y^* - z^*) \leq \varepsilon$. This last inequality is equivalent to the statement that there exists $z^* \in E^*$ such that, for all $x, y \in E$, $f(x) + g(y) + \langle y - x, z^* \rangle \geq \langle y, y^* \rangle - \varepsilon$. From the Hahn–Banach–Lagrange theorem, Theorem 1.11, this is in turn equivalent to the statement that there exists $M \geq 0$ such that, for all $x, y \in E$, $f(x) + g(y) + M \|y - x\| \geq \langle y, y^* \rangle - \varepsilon$, that is to say there exists $M \geq 0$ such that, for all $u, v \in C$, $M \|u + v - 2x_0\| \geq \langle v - x_0, y^* \rangle - \varepsilon$. This observation leads to the following problem (which only makes sense if $E$ is not reflexive):

**Problem 11.5.** Let $C$ be a bounded closed convex subset of a Banach space $E$, $x_0$ be an extreme point of $C$, $y^* \in E^*$ and $\varepsilon > 0$. Then does there always exist $M \geq 0$ such that, for all $u, v \in C$, $M \|u + v - 2x_0\| \geq \langle v - x_0, y^* \rangle - \varepsilon$?

If the answer to this question is in the affirmative then

$$\text{epi} \left( \mathbb{I}_{x_0-C} \right)^* + \text{epi} \left( \mathbb{I}_{C-x_0} \right)^* \supset E^* \times]0, \infty[.$$

**Problem 11.6.** Do there exist a nonzero finite dimensional Banach space $E$ and $f, g \in \mathcal{PC}(E)$ such that the pair $f, g$ is totally Fenchel unstable?
12 The restricted biconjugate and Fenchel–Moreau points

We now return to the more general considerations of Section 8. Let $E$ and $E^*$ be nonzero real vector spaces, and $\langle \cdot, \cdot \rangle : E \times E^* \to \mathbb{R}$ be a bilinear form that separates the point of $E$ and also separates the points of $E^*$. We define the restricted biconjugate of $f$ to be $^*(f^*) : E \to [-\infty, \infty]$ (see (8.3)). To simplify notation, we shall abbreviate this to $^*f^*$. It follows easily from the definition of $f^*$ in (8.1) that, for all $x \in E$,

$$f(x) \geq ^*f^*(x).$$

(12.1)

One of the fundamental results in convex analysis is the Fenchel–Moreau theorem that if $f \in \mathcal{PC}(E)$ is lower semicontinuous with respect to an $E^*$–compatible topology on $E$ then $f = ^*f^*$ on $E$. We will revisit this result in Corollary 12.4.

Now suppose that $T$ is an $E^*$–compatible topology on $E$ and $f$ is not necessarily $T$–lower semicontinuous. Let us say that $x \in E$ is a Fenchel–Moreau point of $f$ if equality holds in (12.1). It is very tempting to speculate that every point of $T$–lower semicontinuity of $f$ is a Fenchel–Moreau point of $f$. Example 12.1 below shows that this is false. However, we establish in Theorem 12.2 that every point of $T$–lower semicontinuity of $f$ is a Fenchel–Moreau point provided that $f$ is bounded below in a $T$–neighborhood of at least one point in its effective domain. Putting this another way, if there is a point of $T$–lower semicontinuity of $f$ that is not a Fenchel–Moreau point then $f$ is unbounded below in every $T$–neighborhood of every point of dom $f$.

**Example 12.1.** Let $E$ be an infinite–dimensional normed space. Fix $x^* \in E^* \setminus \{0\}$ and a discontinuous linear functional $L$ on $E$. Define

$$f(x) := \begin{cases} \infty, & \text{if } \langle x, x^* \rangle < 1; \\ L(x), & \text{if } \langle x, x^* \rangle \geq 1. \end{cases}$$

Clearly, $f \in \mathcal{PC}(E)$ and $f$ is lower semicontinuous at 0. Let $y^*$ be an arbitrary element of $E^*$. Since $x^*$ and $y^* - L$ are linearly independent, there exist $y, z \in E$ such that

$$\langle y, x^* \rangle = 1, \langle z, x^* \rangle = 0, (y^* - L)(y) = 0, \text{ and } (y^* - L)(z) = 1.$$ 

Let $\lambda \in \mathbb{R}$, and set $x := y + \lambda z$. Then $\langle x, x^* \rangle = \langle y, x^* \rangle = 1$, and so $f(x) = L(x)$. Thus

$$f^*(y^*) \geq \langle x, y^* \rangle - f(x) = (y^* - L)(x) = \lambda(y^* - L)(z) = \lambda.$$ 

Since this holds for all $\lambda \in \mathbb{R}$, $f^*(y^*) = \infty$. Thus we have

$$f(0) = \infty > -\infty = \sup_{y^* \in E^*} \left[ \langle 0, y^* \rangle - f^*(y^*) \right],$$

and so 0 is not a Fenchel–Moreau point of $f$. (This example can also be justified using Corollary 10.3.)
Theorem 12.2 contains a positive result on Fenchel–Moreau points. The subtlety in its proof is that we can do arithmetic with the expression $f(x) - f(z)$, but we cannot do arithmetic with the expression $f(x) - f(y)$, which may well have the value $-\infty$.

**Theorem 12.2.** Let $f \in PC(E)$ be (finitely) bounded below in a $T$–neighborhood of an element $z$ of dom $f$, and $f$ be $T$–lower semicontinuous at an element $y$ of $E$. Then $y$ is a Fenchel–Moreau point of $f$, and $f^* \in PC(E^*)$.

**Proof.** Let $\lambda \in \mathbb{R}$ and $\lambda < f(y)$. Choose $\nu \in \mathbb{R}$ and $Q \in S(E, T)$ such that

$$Q(x - z) \leq 1 \implies f(x) > \nu \quad (12.2)$$

and

$$Q(x - y) \leq 1 \implies f(x) > \lambda. \quad (12.3)$$

Write $\rho := f(z) - \nu > 0$. We first prove that

$$x \in E \implies f(x) + \rho Q(x - y) \geq \nu - \rho Q(y - z). \quad (12.4)$$

To this end, let $x$ be an arbitrary element of $E$. If $Q(x - z) \leq 1$ then (12.2) implies that

$$f(x) + \rho Q(x - z) \geq f(x) > \nu \geq \nu - \rho Q(y - z).$$

If, on the other hand, $Q(x - z) > 1$, let $\gamma := 1/Q(x - z) \in ]0, 1[ \text{ and put } u := \gamma x + (1 - \gamma)z$. Then $Q(u - z) = \gamma Q(x - z) = 1$ and so, from the convexity of $f$, and (12.2) with $x$ replaced by $u$,

$$\gamma f(x) + (1 - \gamma)f(z) \geq f(\gamma x + (1 - \gamma)z) = f(u) > \nu,$$

thus the definition of $\rho$ implies that $\gamma(f(x) - f(z)) + \rho \geq 0$. Substituting in the formula for $\gamma$ and clearing of fractions yields $f(x) + \rho Q(x - z) \geq f(z)$. Consequently, using (12.2) with $x = z$ and the fact that $Q(z - z) \leq 1$,

$$f(x) + \rho Q(x - y) \geq f(x) + \rho Q(x - z) - \rho Q(y - z) \geq f(z) - \rho Q(y - z) \geq \nu - \rho Q(y - z).$$

This completes the proof of (12.4). Now let $\sigma := [\lambda - \nu + \rho Q(y - z)] \vee 0 \geq 0$.

We will prove that

$$x \in E \implies f(x) + (\rho + \sigma)Q(x - y) \geq \lambda. \quad (12.5)$$

To this end, let $x$ be an arbitrary element of $E$. If $Q(x - y) \leq 1$ then (12.3) implies that $f(x) + (\rho + \sigma)Q(x - y) \geq f(x) > \lambda$. If, on the other hand, $Q(x - y) > 1$ then, from (12.4),

$$f(x) + (\rho + \sigma)Q(x - y) = f(x) + \rho Q(x - y) + \sigma Q(x - y) \geq \nu - \rho Q(y - z) + \sigma \geq \lambda.$$
This completes the proof of (12.5). It now follows from the Hahn–Banach–Lagrange theorem, Theorem 1.11 that there exists a linear functional $L$ on $E$ such that $L \leq (\rho + \sigma)Q$ on $E$ and

$$x \in E \implies f(x) + L(x - y) \geq \lambda.$$ 

Let $z^* = -L \in E^*$. Then, for all $x \in E$, $\langle y, z^* \rangle - [\langle x, z^* \rangle - f(x)] \geq \lambda$. Taking the infimum over $x \in E$, $\langle y, z^* \rangle - f^*(z^*) \geq \lambda$. It follows by letting $\lambda \to f(y)$ that $y$ is a Fenchel–Moreau point of $f$. Now $f^*: E^* \to ]-\infty, \infty]$ is obviously convex. If $z^*$ is a functional constructed as above for some $\lambda < f(y)$ then the inequality $\langle y, z^* \rangle - f^*(z^*) \geq \lambda$ implies that $f^*(z^*) \in \mathbb{R}$, and so $f^* \in \mathcal{PC}(E^*)$.

\begin{definition}
If $E$ is a nonzero Hausdorff locally convex space, we write $\mathcal{PCLSC}(E)$ for the set

$$\{f \in \mathcal{PC}(E): f \text{ is lower semicontinuous on } E\}.$$ 

\end{definition}

Corollary 12.4 is the original Fenchel–Moreau result, which follows immediately from Theorem 12.2. See Moreau, [63, Section 5–6, pp. 26–39] or Zălinescu, [118, Theorem 2.3.3, pp. 77–78]. Corollary 12.4 will be used explicitly in Theorem 18.7, (19.9), Lemma 35.1, Lemma 45.9, Theorem 48.4 and Lemma 48.9.

\begin{corollary}
Let $f \in \mathcal{PCLSC}(E, T)$. Then $f^* \in \mathcal{PC}(E^*)$ and $f^* = f$ on $E$.
\end{corollary}

### 13 Surrounding sets and the dom lemma

In this and the next section, we collect together some results on convex lower semicontinuous functions that we shall need for our later work. In this section, we give the “dom lemma”, Lemma 13.3, which is a “quantitative” result, and the “dom corollary”, Corollary 13.5, which is a “qualitative” result. The dom lemma will be of use in Lemma 22.7. Both the dom lemma and the dom corollary are subsumed by the results of the next section — we have treated them independently for essentially pedagogical reasons.

Let $E$ be a Banach space, $x \in E$ and $A \subset E$. $A$ is said to be absorbing if $\bigcup_{\lambda > 0} \lambda A = E$. Any neighborhood of 0 is absorbing (exercise!). We write “$x \in \text{sur } A$” and say that “$A$ surrounds $x$” if, for each $w \in E \setminus \{0\}$, there exists $\delta > 0$ such that $x + \delta w \in A$. The statement “$x \in \text{sur } A$” is related to $x$ being an “absorbing point” of $A$ (see Phelps, [67, Definition 2.27(b), p. 28]), but differs in that we do not require that $x \in A$. We also note that, if $A$ is convex then $\text{sur } A \subset A$, and so $\text{sur } A$ is identical with the “core” or algebraic interior of $A$. In particular:
if $A$ is convex then \( (0 \in \text{sur } A \iff A \text{ is absorbing}) \). \hfill (13.1)

In terms of these concepts, we have the following useful algebraic result about convex functions:

**Lemma 13.1.** Let $E$ be a nonzero vector space, $f \in \mathcal{PC}(E)$ and $\text{dom } f$ surround $0$. Then there exists $n \geq 1$ such that \( \{ z \in E: f(z) \leq n \} \) is absorbing.

**Proof.** From (13.1),

\[
\text{dom } f \text{ is absorbing.} \tag{13.2}
\]

In particular, $0 \in \text{dom } f$. Let $n \geq f(0) + 1$. We will show that $n$ has the required property. To this end, let $y$ be an arbitrary element of $E$. (13.2) now provides $\lambda > 0$ and $x \in \text{dom } f$ such that $\lambda y = x$. Choose $\mu \in ]0, 1]$ so that $\mu (f(x) - n + 1) \leq 1$. Then

\[
f(\mu \lambda y) = f(\mu x) \leq \mu f(x) + (1 - \mu) f(0) \\
\leq \mu f(x) + (1 - \mu) (n - 1) \\
= \mu (f(x) - n + 1) + n - 1 \leq n.
\]

Consequently, \( \{ z \in E: f(z) \leq n \} \) is absorbing, as required. \hfill \(\square\)

Our next result depends ultimately on Baire’s theorem:

**Lemma 13.2.** Let $E$ be a nonzero Banach space and $C$ be a closed convex absorbing set in $E$. Then $C$ is a neighborhood of $0$.

**Proof.** Let $D := C \cap -C$. Then $D$ is closed, convex and absorbing (exercise!) and $D = -D$, i.e., $D$ is a “barrel”. The result follows by applying Kelley–Namioka, [51, p. 104] to $D$. \hfill \(\square\)

**Lemma 13.3.** Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$ and $\text{dom } f$ surround $0$. Then there exist $\eta > 0$ and $n \geq 1$ such that

\[
z \in E \text{ and } \| z \| \leq \eta \implies f(z) \leq n. \tag{13.3}
\]

Furthermore, $f$ is continuous at $0$.

**Proof.** Choose $n \geq 1$ as in Lemma 13.1. Lemma 13.2 now implies that \( \{ z \in E: f(z) \leq n \} \) is a neighborhood of $0$, and it follows from Theorem 8.7 that $f$ is continuous at $0$. \hfill \(\square\)

**Remark 13.4.** The dom lemma, Lemma 13.3, can also be deduced from Rockafellar, [75, Corollary 7C, p. 61] (see also Moreau, [63, Proposition 5.f, p. 30] for a simpler proof of Rockafellar’s result).

**Corollary 13.5.** Let $E$ be a nonzero Banach space and $f \in \mathcal{PCLSC}(E)$. Then

\[\text{sur } (\text{dom } f) = \text{int } (\text{dom } f).\]

**Proof.** Exercise!
**Remark 13.6.** The classical “uniform boundedness theorem” can easily be deduced from the dom lemma. Here are the details: Let $E$ be a nonzero Banach space, $F$ be a normed space and $B$ be a nonempty pointwise bounded set of continuous linear operators from $E$ into $F$. Then $B$ is bounded in norm.

**Proof.** Define $f: E \to \mathbb{R}$ by

$$f(x) := \sup_{T \in B} \|Tx\|.$$ 

Since $\text{dom} \, f = E$, we can apply the dom lemma. It then follows from (13.3) that

$$T \in B \implies \|T\| \leq \frac{n}{\eta} \square$$

The proof of the uniform boundedness theorem given above can be found in Holmes, [50, §17, p. 134]. Lemma 13.3 also implies the result that a convex lower semicontinuous function is locally bounded on the interior of its domain. (See, for instance, Phelps, [67, Proposition 3.3, p. 39].)

## 14 The $\ominus$–theorem

We now come to the “$\ominus$–theorem”, Theorem 14.2, which will be crucial for our analysis of the sums of maximally monotone operators in reflexive spaces. The $\ominus$–theorem is a “quantitative” result that also has a “qualitative” version, the “$\ominus$–corollary”, Corollary 14.3. Both of these results will have their uses, the $\ominus$–theorem in our proof of the Attouch–Brezis theorem, Theorem 15.1, and the $\ominus$–corollary in the local transversality theorem, Theorem 21.12, and also in Corollary 22.6. The $\ominus$–theorem, which generalizes the open mapping theorem (see Remark 14.4) can itself be generalized considerably. (In this connection, we refer the reader to Robinson, [74], Ursescu, [111], and Borwein, [16]). Here we confine our attention to what we will need in these notes. The idea for the proof of Lemma 14.1 is taken from Aubin–Ekeland, [3, Lemma 3.3.9, p. 136]. The dom lemma is an immediate consequence of the $\ominus$–theorem with $g := I_{\{0\}}$.

Lemma 14.1 is the $\ominus$–theorem under more restrictive hypotheses. It will be bootstrapped in Theorem 14.2. We remind the reader that the function $f \ominus g: F \to [-\infty, \infty]$ was defined in Notation 8.3.

**Lemma 14.1.** Let $F$ be a nonzero Banach space, $f, g \in \mathcal{PCLSC}(F)$, $f \geq \|\cdot\|$ and $g \geq \|\cdot\|$ on $F$, and $\text{dom} \, f - \text{dom} \, g$ surround 0. Then

$$f \ominus g \text{ is (finitely) bounded above in a neighborhood of } 0 \text{ in } F.$$  \hspace{1cm} (14.1)
Theorem 14.1. \( \ominus \)-theorem

Proof. We first observe that, for all \( w \in F \),
\[
(f \ominus g)(w) = \inf_{z \in E} \left[ f(z) + g(z - w) \right] \geq \inf_{z \in E} \left[ \|z\| + \|w-z\| \right] \geq \|w\| > -\infty,
\]
from which it follows easily that \( f \ominus g \in \mathcal{PC}(F) \). (8.5) implies that \( \text{dom} \,(f \ominus g) = \text{dom} \,f - \text{dom} \,g \), and so \( \text{dom} \,(f \ominus g) \) surrounds 0. We now deduce from Lemma 13.1 that there exists \( m > 1 \) such that \( \{ w \in F : (f \ominus g)(w) < m \} \) is absorbing. Let \( W := \{ w \in F : (f \ominus g)(w) < m \} \). Since \( \overline{W} \) is closed, convex and absorbing, Lemma 13.2 gives us that \( \overline{W} \) is a neighborhood of 0 in \( F \).

Choose \( \eta > 0 \) so that \( w \in F \) and \( \|w\| \leq 2 \eta \Rightarrow w \in \overline{W} \). \((14.2)\)

We shall prove that \( w \in F \) and \( \|w\| \leq \eta \Rightarrow (f \ominus g)(w) \leq m \), \((14.3)\) which will give the desired result. So let \( w \in F \) and \( \|w\| \leq \eta \). Then, from (14.2), \( 2w \in \overline{W} \), consequently \( \text{there exists } w_1 \in W \text{ such that } \|2w-w_1\| \leq \eta \).

Continuing this argument, we find \( w_1, w_2, w_3, \ldots \in W \) such that, for all \( k \geq 1 \),
\[
\|2^kw - 2^{k-1}w_1 - \cdots - w_k\| \leq \eta,
\]
from which
\[
\|w - 2^{-1}w_1 - \cdots - 2^{-k}w_k\| \leq 2^{-k} \eta,
\]
hence \( \sum_{k=1}^{\infty} 2^{-k}w_k = w \). For all \( n \geq 1 \), since \( w_n \in W \), we can choose \( u_n \in F \) such that
\[
f(u_n) + g(u_n - w_n) < m. \quad (14.4)
\]
This implies that \( \|u_n\| \leq \|u_n\| + \|u_n - w_n\| < m \). Since \( F \) is complete, there exists \( u \in F \) such that \( \sum_{k=1}^{\infty} 2^{-k}u_k = u \), from which
\[
\sum_{k=1}^{\infty} 2^{-k}(u_k - w_k) = u - w. \]
(14.4) and the lower semicontinuity of \( f \) and \( g \) now imply that
\[
f(u) + g(u - w) \leq m,
\]
from which \( (f \ominus g)(w) \leq m \). This completes the proof of (14.3), and hence also that of Lemma 14.1. \( \square \)

Theorem 14.2. Let \( F \) be a nonzero Banach space, \( h, k \in \mathcal{PCLSC}(F) \), and \( \text{dom} \,h - \text{dom} \,k \) surround 0. Then \( h \ominus k \) is (finitely) bounded above in a neighborhood of 0 in \( F \).
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Proof. This is immediate from Lemma 14.1 with \( f = h \vee \| \cdot \| \) and \( g = k \vee \| \cdot \| \), since \( \text{dom } f = \text{dom } h \), \( \text{dom } g = \text{dom } k \) and \( h \ominus k \leq f \ominus g \) on \( F \).

\[
\text{Corollary 14.3. Let } F \text{ be a nonzero Banach space and } f, k \in \mathcal{PCLSC}(F). \text{ Then } \text{sur(dom } f - \text{dom } k) = \text{int(dom } f - \text{dom } k), \text{ and so } \text{sur(dom } f - \text{dom } k) \text{ is open.}
\]

**Proof.** We shall prove that

\[
\text{sur(dom } f - \text{dom } k) \subset \text{int(dom } f - \text{dom } k). \tag{14.5}
\]

This gives the desired result, since the reverse inclusion is trivial. So let \( x \) be an arbitrary element of \( \text{sur(dom } f - \text{dom } k) \). Define \( h \in \mathcal{PCLSC}(F) \) by \( h(y) := f(y + x) \) (\( y \in F \)). Then \( \text{dom } h = \text{dom } f - x \), which implies that \( 0 \in \text{sur(dom } h - \text{dom } k) \). Theorem 14.2 now gives \( \eta > 0 \) and \( m > 1 \) such that if \( w \in F \) and \( \| w \| \leq \eta \) then \( (h \ominus k)(w) \leq m \), from which \( w \in \text{dom } h - \text{dom } k \). Thus we have proved that \( 0 \in \text{int(dom } h - \text{dom } k) \). Since \( \text{dom } h - \text{dom } k = \text{dom } f - x - \text{dom } k \), we have \( x \in \text{int(dom } f - \text{dom } k) \), which completes the proof of (14.5).

**Remark 14.4.** The classical “open mapping theorem” can easily be deduced from the \( \ominus \)-theorem. Here are the details. We first observe that if \( C \) and \( D \) are closed convex subsets of a Banach space \( F \) and \( C - D \) surrounds 0 then there exist \( \eta > 0 \) and \( m > 1 \) such that if \( w \in F \) and \( \| w \| \leq \eta \) then

\[
\text{there exist } c \in C \text{ and } d \in D \text{ such that } w = c - d \text{ and } \| c \| \leq m.
\]

We obtain this by applying Theorem 14.2 with \( h := \mathbb{I}_C \vee \| \cdot \| \) and \( k := \mathbb{I}_D \). If now \( E \) and \( H \) are Banach spaces and \( T \in B(E, H) \) is surjective then, for all \( (x, y) \in E \times H \), there exists \( z \in E \) such that \( y = Tz \), and consequently

\[
(x, y) = (x, Tz) = (z, Tz) - (z - x, 0) \in G(T) - (E \times \{0\}).
\]

We now define \( F := E \times H \) with norm \( \|(x, y)\| := \sqrt{\|x\|^2 + \|y\|^2} \), \( C := G(T) \) and \( D := E \times \{0\} \). From the result above, there exist \( \eta > 0 \) and \( m > 1 \) such that if \( y \in H \) and \( \| y \| \leq \eta \) then there exist \( x, z \in E \) such that \( (0, y) = (x, Tx) - (z, 0) \) and \( \|(x, Tx)\| \leq m \). This implies that \( Tx = y \) and \( \| x \| \leq m \), and it follows that \( T \) is an open mapping.

Thus the \( \ominus \)-theorem is both a generalization of the open mapping theorem and, in some sense, a “second order” generalization of the uniform boundedness theorem.

**Remark 14.5.** As we have observed, Lemma 14.1 is a generalization of Lemma 13.3. In this remark, we shall sketch a generalization of Lemma 13.3 in a totally different direction. Let \( E \) be a nonzero Banach space.

(a) Let \( B \) be a nonmeager Borel set in \( E \) (that is, a Borel set of the second category). Then \( B - B \) is a neighborhood of 0.
(b) Let $D$ be a convex absorbing Borel set in $E$ and $D$ be symmetric, i.e., $D = -D$. Then $D$ is a neighborhood of 0.
(c) Let $C$ be a convex absorbing Borel set in $E$. Then $C$ is a neighborhood of 0.
(d) Let $C$ be a convex Borel set in $E$. Then $\text{sur } C = \text{int } C$.
(e) Let $f \in \mathcal{PC}(E)$ be a Borel function and $\text{dom } f$ surround 0. Then there exist $\eta > 0$ and $n \geq 1$ such that

$$w \in E \text{ and } \|w\| \leq \eta \implies f(w) \leq n.$$ 

Proof. (a) Any Borel set satisfies the “condition of Baire”, that is to say, there exists an open set $U$ such that $U \setminus B$ and $B \setminus U$ are meager, and so (a) follows from the “difference theorem”. See Kelley–Namioka, [51, 10.4, p. 92] and the discussion preceding.

(b) It follows from Baire’s theorem that $E$, being a complete metric space, is nonmeager. Since $\bigcup_{n \geq 1} nD = E$ there exists $n \geq 1$ such that $nD$ is nonmeager, from which $\frac{1}{2}D$ is nonmeager. Since $D$ is convex and symmetric,

$$D = \frac{1}{2}D + \frac{1}{2}D = \frac{1}{2}D - \frac{1}{2}D,$$

thus it follows from (a) that $D$ is a neighborhood of 0.
(c) Let $D := C \cap -C$. Then $D$ is a convex absorbing Borel set and $D = -D$. From (b), $D$ is a neighborhood of 0, from which $C$ is a neighborhood of 0 also.
(d) is immediate from (c), a translation argument and (13.1).
(e) From Lemma 13.1, there exists $n \geq 1$ such that $\{x \in E: f(x) \leq n\}$ is absorbing. The result now follows from (c).

Remark 14.6. Theorem 14.2 and Remark 14.5 suggest the following question:

Problem 14.7. Let $F$ be a Banach space, $h, k \in \mathcal{PC}(F)$ be Borel functions and $\text{dom } h – \text{dom } k$ surround 0. Is $h \ominus k$ necessarily (finitely) bounded above in some neighborhood of 0 in $F$? In particular: Let $C$ and $D$ be convex Borel sets in $F$ and $C – D$ be absorbing. Is $C – D$ necessarily a neighborhood of 0 in $F$?

15 The Attouch–Brezis theorem

This section is devoted to a single result, the Attouch–Brezis version of the Fenchel duality theorem, which we will use explicitly in Lemma 16.2 and the local transversality theorem, Theorem 21.12. As stated below, this result also follows from [1, Corollary 2.3, pp. 131–132] (a much more general result was established in [118, Theorem 2.8.6, pp. 125–126]):
Theorem 15.1. Let $E$ be a nonzero Banach space, $f, g \in \mathcal{PCLSC}(E)$,

$$F := \bigcup_{\lambda > 0} \lambda [\text{dom } f - \text{dom } g]$$

be a closed subspace of $E$

and

$$f + g \geq 0 \text{ on } E.$$ 

Then there exists a Fenchel functional for $f$ and $g$.

Proof. Since $0 \in F$, there exists $z \in \text{dom } f \cap \text{dom } g$. Define $h, k : E \to ]-\infty, \infty]$ by $h(x) := f(x+z)$ and $k(x) := g(x+z)$ ($x \in E$). Then $\text{dom } h \subset F$, $\text{dom } k \subset F$ and $\text{dom } h - \text{dom } k$ surrounds 0 in $F$. From the $\ominus$–theorem, Theorem 14.2, there exist $\eta > 0$ and $m > 1$ such that if $w \in F$ and $\|w\| \leq \eta$ then there exist $u, v \in F$ such that $w = u - v$ and $h(u) + k(v) \leq m$.

But then $w = (u + z) - (v + z)$ and $f(u + z) + g(v + z) \leq m$, and so $(f \ominus g)(w) \leq m$. The result now follows from Theorem 8.4(b). \qed

Remark 15.2. Theorem 15.1 can easily be bootstrapped into the following result (which is [1, Theorem 1.1, pp. 126–130]): Let $E$ be a nonzero Banach space, $f, g \in \mathcal{PCLSC}(E)$ and $\bigcup_{\lambda > 0} \lambda (\text{dom } f - \text{dom } g)$ be a closed subspace of $E$. Then, for all $x^* \in E^*$,

$$(f + g)^*(x^*) = \min_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right]. \quad (10.1)$$

Remark 15.3. It is often said that, in the normed case, Theorem 15.1 is a “generalization” of Rockafellar’s version of the Fenchel duality theorem, Corollary 8.6. This is inaccurate, since Theorem 15.1 requires both $f$ and $g$ to be lower semicontinuous.

In the two cases in these notes in which Corollary 8.6 is used explicitly in a normed space (Theorem 9.3 and Lemma 35.5), we cannot substitute Theorem 15.1 because of the lack of this semicontinuity.

Corollary 8.6 is also used explicitly in a non–normed situation in the transversality theorem, Theorem 19.16, and also in Lemma 22.1.

The Attouch–Brezis theorem is, however, a very powerful result, which enables us to consider Fenchel duality in which $\text{int } \text{dom } f = \text{int } \text{dom } g = \emptyset$.

We will investigate a bivariate version of the Attouch–Brezis theorem in the next section.
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16 A bivariate Attouch–Brezis theorem

The main result of this section is the bivariate version of the Attouch–Brezis theorem that will appear in Theorem 16.4. Apart from some minor changes of notation, this result was first proved in Simons–Zălinescu [108, Theorem 4.2, pp. 9–10]. The proof given here using Lemma 16.2 is somewhat simpler, and first appeared in [105].

Notation 16.1. If $E$ and $F$ are nonzero Banach spaces, we norm $E \times F$ by

$$\|b\| := \sqrt{\|b_1\|^2 + \|b_2\|^2} \quad (b = (b_1, b_2) \in E \times F).$$

The dual of $E \times F$ is $F^* \times E^*$ under the pairing

$$\langle b, v \rangle := \langle b_1, v_2 \rangle + \langle b_2, v_1 \rangle \quad (b = (b_1, b_2) \in E \times F, \ v = (v_1, v_2) \in F^* \times E^*),$$

and the dual norm of $F^* \times E^*$ is given by $\|\langle v_1, v_2 \rangle\| = \sqrt{\|v_1\|^2 + \|v_2\|^2}$. We define the projection maps $\pi_1, \pi_2$ by $\pi_1(x, y) := x$ and $\pi_2(x, y) := y$.

Lemma 16.2 is a stepping–stone to Theorem 16.4. It will also be used explicitly in Theorem 46.3, in our proof of the maximal monotonicity of the sum of maximally monotone multifunctions with convex graph.

Lemma 16.2. Let $E$ and $F$ be nonzero Banach spaces, $p, q \in \mathcal{PCLSC}(E \times F)$,

$$L := \bigcup_{\lambda>0} \lambda[\pi_1\text{dom} p - \pi_1\text{dom} q]$$

be a closed subspace of $E$ and

$$(x, y, z) \in E \times F \times F \implies p(x, y) + q(x, z) \geq 0.$$ 

Then there exists $x^* \in E^*$ such that $p^*(0, -x^*) + q^*(0, x^*) \leq 0$.

Proof. For all $(x, y, z) \in E \times F \times F$, let $f(x, y, z) := p(x, y)$ and $g(x, y, z) := q(x, z)$. We first prove that

$$\bigcup_{\lambda>0} \lambda[\text{dom} f - \text{dom} g] = L \times F \times F. \quad (16.1)$$

To this end, let $(x, y, z) \in L \times F \times F$. Then there exist $\lambda > 0$, $(a_1, a_2) \in \text{dom} p$ and $(b_1, b_2) \in \text{dom} q$ such that $x = \lambda(a_1 - b_1)$. Thus

$$(x, y, z) = \lambda[(a_1, a_2, b_2 + z/\lambda) - (b_1, a_2 - y/\lambda, b_2)] \in \lambda[\text{dom} f - \text{dom} g].$$

This establishes “$\subset$” in (16.1), and (16.1) now follows since the inclusion “$\supset$” is obvious. Also,

$$(x, y, z) \in E \times F \times F \implies (f + g)(x, y, z) = p(x, y) + q(x, z) \geq 0.$$ 

Now represent the dual of $E \times F \times F$ by $E^* \times F^* \times F^*$ under the pairing $

\langle (x, y, z), (x^*, y^*, z^*) \rangle := \langle x, x^* \rangle + \langle y, y^* \rangle + \langle z, z^* \rangle.$ Since $L \times F \times F$ is a closed...
subspace of $E \times F \times F$, Theorem 15.1 gives $(x^*, y^*, z^*) \in E^* \times F^* \times F^*$ such that
\[
f^*(-x^*, -y^*, -z^*) + g^*(x^*, y^*, z^*) \leq 0. \tag{16.2}
\]
So $f^*(-x^*, -y^*, -z^*) < \infty$, from which $f^*(-x^*, -y^*, -z^*) = p^*(-y^*, -x^*)$ and $z^* = 0$. Similarly, $g^*(x^*, y^*, z^*) = q^*(z^*, x^*)$ and $y^* = 0$. Thus (16.2) reduces to
\[
p^*(0, -x^*) + q^*(0, x^*) \leq 0. \quad \square
\]

Before discussing the promised bivariate version of the Attouch–Brezis theorem, we make some preliminary definitions:

**Definition 16.3.** Let $E$ and $F$ be nonzero Banach spaces, $B := E \times F$ and $f, g \in \mathcal{PC}(B)$. For all $b \in B$, let
\[
(f \oplus_2 g)(b) := \inf \{ f(a) + g(c): a, c \in B, \ a_1 = c_1 = b_1, \ a_2 + c_2 = b_2 \}.
\]
So $(f \oplus_2 g)(x, \cdot)$ is the inf–convolution of $f(x, \cdot)$ and $g(x, \cdot)$. Similarly, for all $b \in B$, let
\[
(f \oplus_1 g)(b) := \inf \{ f(a) + g(c): a, c \in B, \ a_1 + c_1 = b_1, \ a_2 + c_2 = b_2 \}.
\]

The bivariate version of the Attouch–Brezis theorem that appears in Theorem 16.4 below will be used explicitly in Lemma 22.9 and Theorem 35.8. This latter result on $\mathcal{BC}$–functions will be pivotal for our investigation of the different classes of maximally monotone multifunctions on a nonreflexive Banach space. The conclusion of Theorem 16.4(a) is that $(f \oplus_2 g)^*(y^*, \cdot)$ is the exact inf–convolution of $f^*(y^*, \cdot)$ and $g^*(y^*, \cdot)$. A similar comment can be made about Theorem 16.4(b).

**Theorem 16.4.** Let $E$ and $F$ be nonzero Banach spaces, $B := E \times F$ and $f, g \in \mathcal{PC}(B)$. Write $B^* = F^* \times E^*$

(a) Let
\[
\bigcup_{\lambda > 0} \lambda[\pi_1\text{dom } f - \pi_1\text{dom } g] \text{ be a closed subspace of } E
\]
and, for all $b \in B$, $(f \oplus_2 g)(b) > -\infty$. Then, for all $v \in B^* = (E \times F)^*$,
\[
(f \oplus_2 g)^*(v) = \min \{ f^*(u) + g^*(w): u, w \in B^*, \ u_1 = w_1 = v_1, \ u_2 + w_2 = v_2 \}.
\]
In particular, $(f \oplus_2 g)^* = f^* \oplus_2 g^*$ on $B^*$.

(b) Let
\[
\bigcup_{\lambda > 0} \lambda[\pi_2\text{dom } f - \pi_2\text{dom } g] \text{ be a closed subspace of } F
\]
and, for all $b \in B$, $(f \oplus_1 g)(b) > -\infty$. Then, for all $v \in B^* = (E \times F)^*$,
\[
(f \oplus_1 g)^*(v) = \min \{ f^*(u) + g^*(w): u, w \in B^*, \ u_1 + w_1 = v_1, \ u_2 + w_2 = v_2 \}.
\]
In particular, $(f \oplus_1 g)^* = f^* \oplus_1 g^*$ on $B^*$. 
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Proof. Let $h := f \oplus_2 g$. Then $h$ is convex and, since $\pi_1 \text{dom } f \cap \pi_1 \text{dom } g \neq \emptyset$, $h$ is proper. Let $v \in B^*$. It is easy to see that

$$h^*(v) \leq \inf \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 = w_1 = v_1, u_2 + w_2 = v_2 \}.$$ 

So what we have to prove for (a) is that there exists $x^* \in E^*$ such that

$$f^*(v_1, v_2 - x^*) + g^*(v_1, x^*) \leq h^*(v). \quad (16.3)$$

Since $h$ is proper, $h^*(v) > -\infty$, so we can and will suppose that $h^*(v) \in \mathbb{R}$. Define $p, q \in \mathcal{PCLSC}(B)$ by $p(x, y) := h^*(v) + f(x, y) - \langle x, v_2 \rangle - \langle y, v_1 \rangle$ and $q(x, z) := g(x, z) - \langle z, v_1 \rangle$. Then, for all $(x, y, z) \in E \times F \times F$, the Fenchel–Young inequality, (8.2), implies that

$$p(x, y) + q(x, z) = h^*(v) + f(x, y) - \langle x, v_2 \rangle - \langle y, v_1 \rangle + g(x, z) - \langle z, v_1 \rangle$$

$$\geq h^*(v) + h(x, y + z) - \langle x, v_2 \rangle - \langle y + z, v_1 \rangle \geq 0.$$

Lemma 16.2 now gives $x^* \in E^*$ such that $p^*(0, -x^*) + q^*(0, x^*) \leq 0$. By direct computation,

$$p^*(0, -x^*) = f^*(v_1, v_2 - x^*) - h^*(v) \quad \text{and} \quad q^*(0, x^*) = g^*(v_1, x^*),$$

which implies (16.3), and completes the proof of (a). The proof of (b) is similar. \qed
II Fenchel duality
III Multifunctions, SSD spaces, monotonicity and Fitzpatrick functions

17 Multifunctions, monotonicity and maximality

We now introduce some general notation for “multifunctions” or “set–valued maps”. If $X$ and $Y$ are nonempty sets, we write $S : X \nRightarrow Y$ if, for all $x \in X$, $Sx$ is a (possibly nonempty) subset of $Y$. We define

$$G(S) := \{(x,y) : x \in X, y \in Sx\} \quad \text{and} \quad G^{-1}(S) := \{(y,x) : x \in X, y \in Sx\}.$$  

$G(S)$ is the graph of $S$ and $G^{-1}(S)$ is the inverse graph of $S$. We shall always suppose that $G(S) \neq \emptyset$ — we shall emphasize this by saying that $S$ is nontrivial. We write

$$D(S) := \{x \in X : Sx \neq \emptyset\} = \pi_1 G(S).$$  

$D(S)$ is the domain of $S$. We write

$$R(S) := \bigcup_{x \in X} Sx = \pi_2 G(S).$$  

$R(S)$ is the range of $S$. (The projection maps $\pi_1$ and $\pi_2$ were defined in Notation 16.1.) Finally, if $S : X \nRightarrow Y$, we define $S^{-1} : Y \nRightarrow X$ by

$$S^{-1}y := \{x \in X : Sx \ni y\}.$$  

$S^{-1}$ is the inverse of $S$. Obviously $D(S^{-1}) = R(S)$, $R(S^{-1}) = D(S)$ and $G(S^{-1}) = G^{-1}(S)$. We point to the books [3] by Aubin, [4] by Aubin–Frankowska and [37] by Deimling as general references on multifunctions. We shall be concerned here with multifunctions from one Banach space into another, in which case additional operations can be defined. If $S : E \nRightarrow F$ and $T : E \nRightarrow F$ are nontrivial, we define $S + T : E \nRightarrow F$ (with $D(S + T) = D(S) \cap D(T)$) by

$$(S + T)x := Sx + Tx \quad (x \in E),$$  

where $Sx + Tx$ is the “Minkowski sum” $\{y + z : y \in Sx, z \in Tx\}$.

Let $E$ be a nonzero Banach space and $A$ be a nonempty subset of $E \times E^*$. We say that $A$ is monotone if

$$(x,x^*) \text{ and } (y,y^*) \in A \implies \langle x - y, x^* - y^* \rangle \geq 0.$$  
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A is said to be maximally monotone if $S$ is monotone, and $S$ has no proper monotone superset. Now let $S: E \rightrightarrows E^*$. $S$ is said to be monotone if

$$(x, x^*) \text{ and } (y, y^*) \in G(S) \implies \langle x - y, x^* - y^* \rangle \geq 0.$$ 

$S$ is said to be maximally monotone if $S$ is monotone, and $S$ has no proper monotone extension. We point to the notes [68] and the book [67] by Phelps, and the book [121] by Zeidler as general references on monotone multifunctions.

We now give some examples of maximally monotone multifunctions. The first one we consider is that of positive linear operators. Let $S: E \to E^*$ be linear and $x \in E = \implies \langle x, Sx \rangle \geq 0$. Then $S$ is a (single valued) maximally monotone operator. More precisely, the multifunction $T$ defined by $Tx := \{Sx\}$ is maximally monotone. The monotonicity is easy to see. To prove the maximality, suppose that $(z, z^*) \in E \times E^*$ and $G(S) \cup \{(z, z^*)\}$ is monotone. Then

$$\inf_{y \in E} \langle y - z, Sy - z^* \rangle \geq 0.$$ 

Let $x \in E$, $\lambda \in \mathbb{R}$, and put $y := z + \lambda x$ and deduce from this that $(z, z^*) \in G(S)$ (exercise!). As a special case of the above, we mention skew linear operators. These are linear operators $S: E \to E^*$ such that

$$x \in E \implies \langle x, Sx \rangle = 0,$$

or equivalently,

$$x, y \in E \implies \langle x, Sy \rangle = -\langle y, Sx \rangle.$$ 

See the papers [8] and [9] by Bauschke–Borwein and the paper [69] by Phelps–Simons for recent work on positive linear operators.

The second example that we consider is that of subdifferentials. (See Section 7.) If $f \in \mathcal{PCLSC}(E)$ then $\partial f: E \rightrightarrows E^*$ is maximally monotone. The monotonicity is easy to see. The maximality is Rockafeller’s maximal monotonicity theorem (see Theorem 18.7). It is easy to see in this situation that $D(\partial f) \subset \text{dom } f$ (exercise!), however this inclusion may be proper: let $E := \mathbb{R}$ and $f: \mathbb{R} \to ]-\infty, \infty]$ be defined by

$$f(x) := \begin{cases} -\sqrt{1 - x^2}, & \text{if } x \in [-1, 1]; \\ \infty, & \text{otherwise}; \end{cases}$$

then $D(\partial f) = ]-1, 1[$ but $\text{dom } f = [-1, 1]$. The Brøndsted–Rockafellar theorem (see Corollary 18.5) establishes a close connection between $D(\partial f)$ and $\text{dom } f$: Let $f \in \mathcal{PCLSC}(E)$, $\alpha, \beta > 0$, $y \in \text{dom } f$ and $f(y) \leq \inf_E f + \alpha \beta$. Then there exist $x \in E$ and $z^* \in \partial f(x)$ such that $\|x - y\| \leq \alpha$, $f(x) \leq f(y)$ and $\|z^*\| \leq \beta$. In particular, $D(\partial f)$ is dense in $\text{dom } f$. Incidentally, if $S$ is
linear, nonzero and skew then $S$ is not a subdifferential so, provided that $E$ has dimension $> 1$, there always exist maximally monotone multifunctions that are not subdifferentials. (If $E = \mathbb{R}$ then every maximally monotone multifunction on $E$ is a subdifferential (exercise!).)

The final example that we mention here is that of the normality multifunction. Let $C$ be a nonempty closed convex subset of $E$ and $N_C: E \rightharpoonup E^*$ be defined by

$$(x, x^*) \in G(N_C) \iff x \in C \text{ and } \langle x, x^* \rangle = \max \langle C, x^* \rangle. \quad (17.2)$$

Then $N_C$ is maximally monotone. Again, the monotonicity is easy to see. The maximality can be seen in two ways. First, if we define $I_C: E \to ]-\infty, \infty]$ to be the indicator function of $C$, that is to say

$$I_C(x) := \begin{cases} 0, & \text{if } x \in C; \\ \infty, & \text{otherwise}; \end{cases}$$

then $N_C = \partial I_C$. Since $I_C$ is convex and lower semicontinuous, it follows from the result of Rockafellar mentioned above that $N_C$ is maximally monotone. Alternatively, one can proceed directly from the definition of $N_C$ and use the consequence of the Bishop–Phelps theorem that $C$ is the intersection of the closed half–spaces defined by its supporting hyperplanes. See the remarks preceding Theorem 18.10 for more details of this.

It is worth noting that the Bishop–Phelps theorem and the Brøndsted–Rockafellar theorem mentioned above were both precursors (and are consequences of) Ekeland’s variational principle (see Theorem 18.4).

**Remark 17.1.** Let $B := E \times E^*$. If $S: E \rightharpoonup E^*$ then $G(S) \subset B$. It is sometimes very convenient to formulate problems on the monotonicity of $S$ in terms of subsets of $B$ by using $G(S)$ as the link. For all $b = (b_1, b_2)$ and $c = (c_1, c_2) \in B$, we set $[b, c] := \langle b_1, c_2 \rangle + \langle b_1, c_2 \rangle$. Then $[\cdot, \cdot]: B \times B \to \mathbb{R}$ is a symmetric bilinear form that separates the points of $B$. We define the quadratic form $q$ on $B$ by $q(b) := \frac{1}{2} [b, b]$. Then

$$q(b_1, b_2) = \frac{1}{2} [\langle b_1, b_2 \rangle + \langle b_1, b_2 \rangle] = \langle b_1, b_2 \rangle.$$  

Consequently, if $b = (b_1, b_2)$ and $c = (c_1, c_2) \in B$ then

$$\langle b_1 - c_1, b_2 - c_2 \rangle = q(b_1 - c_1, b_2 - c_2) = q((b_1, b_2) - (c_1, c_2)) = q(b - c).$$

So the monotonicity of $S$: $E \rightharpoonup E^*$ is equivalent to the statement:

$$b, c \in G(S) \implies q(b - c) \geq 0.$$  

Furthermore, if $S$ is monotone then $S$ is maximally monotone exactly when:

$$\text{if } b \in B \text{ and } (a \in G(S) \implies q(b - a) \geq 0) \text{ then } b \in G(S).$$
Let $A \subset B$ and $b \in B$. We say that $b$ is monotonically related to $A$ if

$$a \in A \implies q(b - a) \geq 0.$$ 

So, if $S$ is monotone then $S$ is maximally monotone exactly when:

$$b \in B \text{ and } b \text{ is monotonically related to } G(S) \implies b \in G(S).$$

These considerations lead us to the more abstract situation that will be considered starting in Section 19. We will return to this specific example in Section 22.

18 Subdifferentials are maximally monotone

In Theorem 18.7, we establish Rockafellar’s maximal monotonicity theorem (first proved in [80]) that the subdifferential of a proper, convex lower semi-continuous function on a nonzero Banach space is maximally monotone. Our proof is based on a very elegant argument found recently by M. Marques Alves and B. F. Svaiter in [59]. We refer the reader to Remark 18.8 for comparisons between the argument given here and those of [59] and [98], and to Remark 18.9 for an explanation of how the argument can be shortened when $E$ is reflexive.

We start off by developing in the formula for the subdifferential of the sum of two convex functions under two different hypotheses, and the Brøndsted–Rockafellar theorem. We recall from Section 7 that if $E$ is a nonzero normed space with dual $E^*$, $k \in \mathcal{P}C(E)$, $x \in E$ and $x^* \in E^*$ then

$$x^* \in \partial k(x) \iff \sup_{y \in E} [\langle y, x^* \rangle - k(y)] \leq \langle x, x^* \rangle - k(x) \iff k^*(x^*) \leq \langle x, x^* \rangle - k(x) \iff k(x) + k^*(x^*) \leq \langle x, x^* \rangle.$$

Thus, by virtue of the Fenchel–Young inequality, (8.2),

$$x^* \in \partial k(x) \iff k(x) + k^*(x^*) = \langle x, x^* \rangle.$$

**Theorem 18.1.** Let $E$ be a nonzero normed space, $f, g \in \mathcal{P}C(E)$, and $g$ be (finitely) bounded above in some neighborhood of a point of dom $f$. Then $\partial (f + g) = \partial f + \partial g$.

**Proof.** We leave as an exercise the proof of the implication

$$x^* \in (\partial f + \partial g)(x) \implies x^* \in \partial (f + g)(x).$$

To prove the opposite implication, suppose that $x^* \in \partial (f + g)(x)$. So $(f + g)(x) + (f + g)^*(x^*) = \langle x, x^* \rangle$. Corollary 10.2 now gives $z^* \in E^*$ such that $(f + g)(x) + f^*(x^* - z^*) + g^*(z^*) = \langle x, x^* \rangle$, that is to say...
\[ [f(x) + f^*(x^* - z^*)] + [g(x) + g^*(z^*)] = \langle x, x^* - z^* \rangle + \langle x, z^* \rangle. \]

It now follows from the Fenchel–Young inequality, (8.2), that
\[ f(x) + f^*(x^* - z^*) = \langle x, x^* - z^* \rangle \quad \text{and} \quad g(x) + g^*(z^*) = \langle x, z^* \rangle, \]
and so \( x^* - z^* \in \partial f(x) \) and \( z^* \in \partial g(x) \), from which \( x^* = (x^* - z^*) + z^* \in \partial f(x) + \partial g(x) = (\partial f + \partial g)(x). \)

Our next result appears in [1, Corollary 2.1, pp. 130–131]. In fact, more general results using a so–called closedness–type regularity condition have been established recently by Boţ–Wanka in [26], even for Fréchet spaces. See the references in [26] for other work in this direction.

**Theorem 18.2.** Let \( E \) be a nonzero Banach space, \( f, g \in \mathcal{PCLSC}(E) \) and \( \bigcup_{\lambda > 0} \lambda [\text{dom } f - \text{dom } g] \) be a closed subspace of \( E \). Then \( \partial (f + g) = \partial f + \partial g \).

**Proof.** This follows from Remark 15.2 and an argument similar to that employed above.

Either Theorem 18.1 or Theorem 18.2 can be used for the results in this section. One important consequence of Theorem 18.2 which will be used in our proof of Voisei’s theorem, Theorem 51.1, is the following:

**Corollary 18.3.** Let \( E \) be a nonzero Banach space, \( C, D \) be nonempty closed convex subset of \( E \) and \( \bigcup_{\lambda > 0} \lambda [C - D] \) be a closed subspace of \( E \). Then \( N_{C \cap D} = N_C + N_D \).

**Proof.** Let \( f := \mathbb{1}_C \) and \( g := \mathbb{1}_D \). Then \( f + g = \mathbb{1}_{C \cap D} \). The result follows from Theorem 18.2 since \( \partial (f + g) = N_{C \cap D}, \partial f = N_C \) and \( \partial g = N_D \).

Ekeland’s variational principle is a result on complete metric spaces which has had a large number of applications to nonlinear analysis. We refer the reader to Ekeland’s survey article, [38], and also to Borwein–Zhu, [23, Chapter 2, pp. 5–36], for a description of the Flower–petal theorem, the Drop theorem, the Caristi–Kirk fixed–point theorem, the Borwein–Preiss smooth variational principle and the Deville–Godefroy–Zizler variational principle. The Banach space case, as in the statement of Theorem 18.4 below, is proved in Phelps, [67, Lemma 3.13, p. 45]. Note that it does not require \( f \) to be convex.

**Theorem 18.4.** Let \( E \) be a nonzero Banach space, \( f: E \to ]-\infty, \infty] \) be a lower semicontinuous function \( \alpha, \beta > 0, y \in \text{dom } f \) and \( f(y) \leq \inf_E f + \alpha \beta \). Then there exists \( x \in E \) such that \( f(x) \leq f(y) \) (hence \( x \in \text{dom } f \)), \( \|x - y\| \leq \alpha \) and
\[ z \in \text{dom } f \quad \Rightarrow \quad f(z) + \beta \|z - x\| - f(x) \geq 0. \]

We now use the Hahn–Banach–Lagrange theorem to deduce the “vanilla” version of the Brøndsted–Rockafellar theorem (see [30, p. 608] and Phelps, [67, Theorem 3.17, p. 48]).
Corollary 18.5. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $\alpha, \beta > 0$, $y \in \text{dom } f$ and $f(y) \leq \inf_E f + \alpha \beta$. Then there exists $(x, z^*) \in G(\partial f)$ such that $\|x - y\| \leq \alpha$, $f(x) \leq f(y)$ and $\|z^*\| \leq \beta$.

Proof. Let $x$ be as in Theorem 18.4, so that $z \in E = \Rightarrow f(z) + \beta \|z - x\| \geq f(x)$. From the Hahn–Banach–Lagrange theorem, Theorem 1.11, there exists a linear functional $L$ on $E$ such that $L \leq \beta \| \cdot \|$ on $E$ and $z \in E = \Rightarrow f(z) + L(z - x) \geq f(x)$. It follows easily from this that $L \in E^*$ and, writing $z^* = -L$, $\|z^*\| \leq \beta$ and $(x, z^*) \in G(\partial f)$. □

Here is the full version of the Brøndsted–Rockafellar theorem. We have slightly changed the notation to make it more consistent with that of the density result, Theorem 48.1, in which we will use Theorem 18.6. In particular, in the statement of Theorem 18.6, $q: E \times E^* \to \mathbb{R}$ is as in Remark 17.1. Theorem 18.6 will almost be generalized by Corollary 48.8.

Theorem 18.6. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $\alpha, \beta > 0$, $b \in E \times E^*$ and $f(b_1) + f^*(b_2) \leq q(b) + \alpha \beta$. Then there exists $s \in G(\partial f)$ such that $\|s_1 - b_1\| \leq \alpha$ and $\|s_2 - b_2\| \leq \beta$.

Proof. This is immediate from Corollary 18.5, with $f$ replaced by $f - b_2$, $y := b_1$ and $s := (x, z^* + b_2)$. □

We now come to the main result of this section.

Theorem 18.7. Let $E$ be a nonzero Banach space and $f \in \mathcal{PCLSC}(E)$. Then $\partial f: E \rightrightarrows E^*$ is maximally monotone.

Proof. Let $b \in E \times E^*$ and

$$a \in G(\partial f) \implies q(a - b) \geq 0. \quad (18.1)$$

We want to prove that

$$b \in G(\partial f). \quad (18.2)$$

Let $k := f(\cdot + b_1)$, $g := \frac{1}{2} \| \cdot \|^2$, and $h := k + g$. Since $g$ is continuous, the formula for the subdifferential of a sum, Theorem 18.1, implies that, for all $x \in E$,

$$\partial h(x) = \partial k(x) + \partial g(x) = \partial f(x + b_1) + Jx, \quad (18.3)$$

where $J: E \rightrightarrows E^*$ is the duality map (see Definition 23.5). The properties of $J$ that we will need (which are easy to check) are that

$$J0 = \{0\} \quad \text{and} \quad d \in G(J) \implies q(d) = \|d_1\|^2. \quad (18.4)$$

From the Fenchel–Moreau Theorem, Corollary 12.4, there exists $y^* \in E^*$ such that $k^*(y^*) \in \mathbb{R}$. It is easily seen that, for all $x \in E$,
\[ \langle x, b_2 \rangle - h(x) = \langle x, b_2 \rangle - k(x) - g(x) \leq \langle x, b_2 \rangle - \langle x, y^* \rangle + k^*(y^*) - g(x) \]
\[ = k^*(y^*) + \langle x, b_2 - y^* \rangle - g(x) \leq k^*(y^*) + g^*(b_2 - y^*) \]
\[ = k^*(y^*) + \frac{1}{2} \| b_2 - y^* \|^2 < \infty, \]

and so \( h^*(b_2) < \infty \). Consequently, for all \( n \geq 1 \), there exists \( x_n \in E \) such that
\[ \langle x_n, b_2 \rangle - h(x_n) \geq h^*(b_2) - 1/n^2. \] (18.6)

The Brøndsted–Rockafellar theorem, Theorem 18.6, now gives \( s_n \in G(\partial h) \) such that
\[ \| s_{n1} - x_n \| \leq 1/n \quad \text{and} \quad \| s_{n2} - b_2 \| \leq 1/n, \] (18.7)
and (18.3) gives \( d_n \in G(\partial f) \) such that
\[ d_{n1} = s_{n1} \quad \text{and} \quad (s_{n1} + b_1, s_{n2} - d_{n2}) \in G(\partial f). \]

From (18.1),
\[ \langle s_{n1}, s_{n2} - d_{n2} - b_2 \rangle \geq 0, \]
and so \( \langle s_{n1}, d_{n2} \rangle \leq \langle s_{n1}, s_{n2} - b_2 \rangle \). From (18.4), \( \langle s_{n1}, d_{n2} \rangle = \| s_{n1} \|^2 \), thus (18.7) implies that \( \| s_{n1} \|^2 \leq \| s_{n1} \|/n \), from which \( \| s_{n1} \| \leq 1/n \) and so, using (18.7) again, \( \| x_n \| \leq 2/n \), thus \( x_n \to 0 \) as \( n \to \infty \). Passing to the limit in (18.6) and using the lower semicontinuity of \( h \), \( h(0) + h^*(b_2) \leq 0 \), from which \( b_2 \in \partial h(0) \). Using (18.3) and (18.4) again, \( b_2 \in \partial f(b_1) + J0 = \partial f(b_1) \). This completes the proof of (18.2) and, consequently, also that of Theorem 18.7.

\[ \Box \]

**Remark 18.8.** We now compare the argument that we have given above in Theorem 18.7 and those of [98, Chapter VII, pp 111–139] and [59]. The argument of Theorem 18.7 is completely analytic, while that of [98, Theorem 29.4, pp. 116–118] is much harder and has a much more geometric feel. On the other hand, this latter argument leads to the more general results in the later parts of [98, Chapter VII]. All these more general results will appear in Theorem 48.4, but they will be established using the results on maximally monotone multifunctions of type (ED) that we will prove in Sections 37–42. This being the case, there is obviously an incentive to give the simplest possible proof of Theorem 18.7. The proof given here is based on the very elegant one found recently by M. Marques Alves and B. F. Svaiter in [59], but is structurally simpler, and exploits the properties of subdifferentials and the duality multifunction to avoid some of the computations in [59].

We refer the reader to Borwein, [17, Theorem 3.1, p. 568] for a proof of the maximal monotonicity of subdifferentials in Fréchet smooth Banach spaces using Zagrodny’s approximate mean value theorem (see Borwein–Zhu, [23, Section 3.4.2, pp. 81–82]).
Remark 18.9. In this remark, we indicate how the proof of Theorem 18.7 can be simplified if $E$ is reflexive. (18.5) implies that, for all $x \in E$,

$$\langle x, b_2 \rangle - h(x) \geq h^*(b_2) - 1 \implies \frac{1}{2} \|x\|^2 - \|x\| \|b_2 - y^*\| \leq 1 + k^*(y^*) - h^*(b_2).$$

Thus

$$\{ x \in E : \langle x, b_2 \rangle - h(x) \geq h^*(b_2) - 1 \}$$

is a bounded subset of $E$.

So if $E$ is reflexive, it follows from a standard weak compactness argument that $b_2 - h$ attains its maximum on $E$, that is to say there exists $x \in E$ such that $\langle x, b_2 \rangle - h(x) = h^*(b_2)$, from which $b_2 \in \partial h(x)$, and so (18.3) gives $d \in G(J)$ such that $d_1 = x$ and $(x + b_1, b_2 - d_2) \in G(\partial f)$. Then (18.1) and (18.4) imply that $\langle x, -d_2 \rangle \geq 0$ and $\langle x, d_2 \rangle = \|x\|^2$, from which $x = 0$. Thus $b_2 \in \partial h(0)$, and the rest of the proof of Theorem 18.7 proceeds as before. Thus the Brøndsted–Rockafellar theorem is not needed in Theorem 18.7 if $E$ is reflexive. See also Remark 21.6.

The equivalence of (18.8) and (18.10) in our next result is actually part of the Bishop–Phelps theorem (Phelps, [67, Proposition 3.20, p. 49]): $C$ is the intersection of the closed half–spaces defined by its supporting hyperplanes. Theorem 18.10 will be used explicitly in Lemma 28.4.

Theorem 18.10. Let $C$ be a nonempty closed convex subset of a Banach space $E$ and $x \in E$. Then the conditions (18.8)–(18.10) are equivalent.

$$x \in C. \quad (18.8)$$

$$a \in G(N_C) \implies \langle x, a_2 \rangle \leq \langle a_1, a_2 \rangle. \quad (18.9)$$

$$a \in G(N_C) \implies \langle x, a_2 \rangle \leq \sup \langle C, a_2 \rangle. \quad (18.10)$$

Proof. (18.9) is equivalent to the statement

$$a \in G(N_C) \implies \langle a_1 - x, a_2 - 0 \rangle \geq 0. \quad (18.11)$$

From Rockafellar’s maximal monotonicity theorem, Theorem 18.7, this is equivalent to the assertion $(x, 0) \in G(N_C)$ which is, in turn, equivalent to (18.8). This establishes that (18.8) $\iff$ (18.9), and it is immediate from the definition of $N_C$ that (18.9) $\iff$ (18.10). \qed
19 SSD spaces, q–positive sets and BC–functions

In this section, we introduce the concepts of a SSD space, q–positive set and BC–function, which we will use later in our investigation of monotonicity. The reader interested in a more detailed discussion of q–positive sets (with particular reference to the finite dimensional case) can find such a discussion in [107]. We also give a cursory discussion of the “inverted” concepts of q–negative set and TBC–function — we will need these in the important transversality theorem, Theorem 19.16.

Definition 19.1. We will say that \( B \) (more precisely, \( (B, [\cdot, \cdot]) \)) is a symmetrically self–dual space (SSD space) if \( B \) is a nonzero real vector space and \( [\cdot, \cdot]: B \times B \to \mathbb{R} \) is a symmetric bilinear form that separates the points of \( B \). We define the quadratic form \( q \) on \( B \) by \( q(b) := \frac{1}{2} [b, b] \). If \( f \in PC(B) \), we write \( f^\ast \) for the Fenchel conjugate of \( f \) with respect to the pairing \( [\cdot, \cdot] \). We will say that a locally convex topology \( T \) on \( B \) is \( B \)–compatible if the \( T \)–dual of \( B \) is exactly \( \{ [\cdot, c]: c \in B \} \). This conforms with the usage in Section 8.

As a general notation, if \( E \) is a normed space then \( T || ||(E) \) stands for the norm topology of \( E \).

We now give some examples of SSD spaces.

Examples 19.2. (a) Let \( E \) be a nonzero Banach space and \( [\cdot, \cdot] \) be defined as in Remark 17.1. Then \( B \) is a SSD space. Let \( T_{NW}(B) \) be the topology \( T || ||(E) \times w(E^*, E) \) on \( B \). Then \( T_{NW}(B) \) is \( B \)–compatible. As in Notation 16.1, we can introduce a norm on \( B \) by \( \| b \| := \sqrt{\| b_1 \|^2 + \| b_2 \|^2} \). If \( E \) is not reflexive then the topology \( T || ||(B) \) is not \( B \)–compatible. We point out that any finite dimensional SSD space of the form described here must have even dimension. Thus odd dimensional cases of Examples (b,c), and Example (d) below cannot be of this form. Since this example will be discussed in much greater detail in Section 22, we will not discuss it any further in this section.

(b) If \( B \) is a Hilbert space with inner product \( (b, c) \mapsto \langle b, c \rangle \) then \( B \) is a SSD space with \( [b, c] := \langle b, c \rangle \), and \( q(b) = \frac{1}{2} \| b \|^2 \).

(c) If \( B \) is a Hilbert space with inner product \( (b, c) \mapsto \langle b, c \rangle \) then \( B \) is a SSD space with \( [b, c] := -\langle b, c \rangle \), and \( q(b) = -\frac{1}{2} \| b \|^2 \).

(d) \( \mathbb{R}^3 \) is a SSD space with

\[
[(b_1, b_2, b_3), (c_1, c_2, c_3)] := b_1 c_2 + b_2 c_1 + b_3 c_3,
\]
and \( q(b_1, b_2, b_3) = b_1 b_2 + \frac{1}{2} b_3^2 \).

Examples 19.3. \( \mathbb{R}^3 \) is not a SSD space with

\[
[(b_1, b_2, b_3), (c_1, c_2, c_3)] := b_1 c_2 + b_2 c_3 + b_3 c_1.
\]
(The bilinear form \( [\cdot, \cdot] \) is not symmetric.)
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Before we turn to the main topic of the section, $q$–positive sets, we will prove a simple lemma which we will use explicitly in our investigation of maximally monotone multifunctions with convex graph in Theorem 46.1(c).

**Lemma 19.4.** Let $B$ be a SSD space and $A$ be a nonempty subset of $B$. Suppose that

\[ b \in B \implies \inf q(A - b) \leq \inf q(A) \in \mathbb{R}. \quad (19.1) \]

Then

\[ b \in B \implies \sup [A, b] \geq 0. \]

**Proof.** Let $\lambda > 0$. Since $q(a - \lambda b) = q(a) - \lambda [a, b] + \lambda^2 q(b)$, we have

\[ \inf q(A - \lambda b) \geq \inf q(A) - \lambda \sup [A, b] + \lambda^2 q(b). \]

Combining this with (19.1) with $b$ replaced by $\lambda b$ gives $\sup [A, b] \geq \lambda^2 q(b)$, and the result follows by dividing by $\lambda$ and then letting $\lambda \to 0$.

**Definition 19.5.** Let $B$ be a SSD space and $\emptyset \neq A \subset B$. We say that $A$ is $q$–positive if

\[ b, c \in A \implies q(b - c) \geq 0. \]

**Examples 19.6.** We now give some examples of $q$–positive sets. We first make the elementary observation that if $b \in B$ and $q(b) \geq 0$ then the linear span $\mathbb{R}b$ of $\{b\}$ is $q$–positive.

In Example 19.2(a), the $q$–positive sets are exactly the sets $G(S)$, where $S : E \rightrightarrows E^*$ is nontrivial and monotone. (See the discussion in Remark 17.1.)

In Example 19.2(b), every subset of $B$ is $q$–positive, and in Example 19.2(c), the $q$–positive sets are the singletons.

In Example 19.2(d), if $M$ is any nonempty monotone subset of $\mathbb{R} \times \mathbb{R}$ (in the obvious sense) then $M \times \mathbb{R}$ is a $q$–positive subset of $B$. The set $\mathbb{R}(1, -1, 2)$ is a $q$–positive subset of $B$ which is not contained in a set $M \times \mathbb{R}$ for any monotone subset of $\mathbb{R} \times \mathbb{R}$. The helix $\{(\cos \theta, \sin \theta, \theta) : \theta \in \mathbb{R}\}$ is a $q$–positive subset of $B$, but if $0 < \lambda < 1$ then the helix $\{(\cos \theta, \sin \theta, \lambda \theta) : \theta \in \mathbb{R}\}$ is not.

We first discuss a simple convexity property of $q$–positive sets which we will use explicitly in our investigation of maximally monotone operators with convex graph in Theorem 46.1 and Theorem 46.3. This result is based on an observation of Heinz Bauschke (personal communication), and the statement has been simplified as a result of a comment of Radu Ioan Boţ.

**Lemma 19.7.** Let $B$ be a SSD space and $A$ be a nonempty $q$–positive subset of $B$. Suppose that $a, c \in A$ and $\lambda \in ]0, 1[$. Let $b \in B$. Then

\[ q(\lambda a + (1 - \lambda)c - b) \leq \lambda q(a - b) + (1 - \lambda)q(c - b). \]
\textbf{Proof.} For simplicity in writing, let $\mu := 1 - \lambda \in [0,1[$. Then
\[ q(\lambda a + \mu c - b) = q(\lambda (a-b) + \mu (c-b)) = \lambda^2 q(a-b) + \lambda \mu |a-b,c-b| + \mu^2 q(c-b). \]
Thus
\begin{align*}
\lambda q(a - b) + \mu q(c - b) - q(\lambda a + \mu c - b) \\
= (\lambda - \lambda^2) q(a-b) + (\mu - \mu^2)q(c-b) - \lambda \mu |a-b,c-b| \\
= \lambda \mu [q(a-b) - |a-b,c-b| + q(c-b)] \\
= \lambda \mu [q(a-b - (c-b))] = \lambda \mu q(a-c) \geq 0. \quad \square
\end{align*}

The following simple lemma shows how $q$–positive sets can be obtained from convex functions. In this result, we use the “parallelogram law”, which is a purely algebraic result. Lemma 19.8 will be used explicitly in Theorem 19.21, Theorem 21.4, and Lemma 23.1.

\textbf{Lemma 19.8.} Let $B$ be a SSD space, $f \in \mathcal{PC}(B)$ and $f \geq q$ on $B$. Let $\text{pos } f := \{b \in B: f(b) = q(b)\}$. If $\text{pos } f \neq \emptyset$ then $\text{pos } f$ is a $q$–positive subset of $B$.

\textbf{Proof.} Let $b, c \in \text{pos } f$. Then, from the parallelogram law, the quadraticity of $q$, and the convexity of $f$,
\begin{align*}
\frac{1}{2} q(b-c) &= q(b) + q(c) - \frac{1}{2} q(b+c) \\
&= q(b) + q(c) - 2q(\frac{1}{2}(b+c)) \\
&\geq f(b) + f(c) - 2f(\frac{1}{2}(b+c)) \geq 0. \quad \square
\end{align*}

\textbf{Remark 19.9.} $q$–positive sets of the special form described in Lemma 19.8 have been investigated in [107].

\textbf{Remark 19.10.} Let $B$ be a SSD space. Let $\emptyset \neq A \subset B$. We say that $A$ is $q$–negative if
\[ b, c \in A \implies q(b-c) \leq 0. \]
The results (a) and (b) below follow by observing that $B$ is also a SSD space under the bilinear form $(b,c) \mapsto -|b,c|$, $\frac{1}{2}(-|b,b|) = -(q(b))$ and “$q$–negative” means the same thing as “$-(q)$–positive”.

(a) We have the following analog of Lemma 19.7: Let $A$ be a nonempty $q$–negative subset of $B$. Suppose that $a, c \in A$ and $\lambda \in [0,1[$. Then, for all $b \in B$, $q(\lambda a + (1-\lambda)c - b) \geq \lambda q(a-b) + (1-\lambda)q(c-b)$.

(b) We have the following analog of Lemma 19.8: Let $g \in \mathcal{PC}(B)$ and $g \geq -q$ on $B$. Let $\text{neg } g := \{b \in B: g(b) = -q(b)\}$. If $\text{neg } g \neq \emptyset$ then $\text{neg } g$ is a $q$–negative subset of $B$. 
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Definition 19.11. Let $B$ be a SSD space. We say that $f \in \mathcal{PC}(B)$ is a $BC$–function if
\[ b \in B \implies f^\ominus(b) \geq f(b) \geq q(b). \] (19.2)
“BC” stands for “bigger conjugate”. (We recall that $f^\ominus$ was defined in Definition 19.1.) This concept was introduced in [105] in a special case under the name of “LC–function” – we have changed the notation in order to avoid confusion with the initials of “locally convex”.

The following result is somewhat unexpected, and will be used explicitly in the numerical estimates in Theorem 21.4(c), and in our results on the maximal monotonicity of the sum of maximally monotone multifunctions in Theorem 24.1.

Lemma 19.12. Let $B$ be a SSD space and $f \in \mathcal{PC}(B)$ be a BC–function. Then
\[ \pos f^\ominus = \pos f \subset \dom f. \]

Proof. Let $c \in \pos f$. Let $b$ be an arbitrary element of $B$. Let $\lambda \in [0,1[^\text{[}. For simplicity in writing, let $\mu := 1 - \lambda \in [0,1[^\text{[}. Then
\[
\frac{\lambda^2 q(b)}{\lambda} + \lambda \mu [b,c] + \mu^2 q(c) = q(\lambda b + \mu c) \\
\leq f(\lambda b + \mu c) = \lambda f(b) + \mu q(c).
\]

Thus $\lambda \mu [b,c] - \lambda f(b) \leq \lambda \mu q(c) - \lambda^2 q(b)$. Dividing by $\lambda$ and letting $\lambda \to 0$, we obtain $[b,c] - f(b) \leq q(c)$. It now follows by taking the supremum over $b \in B$ that $f^\ominus(c) \leq q(c)$, and (19.2) implies that $c \in \pos f^\ominus$. Thus we have proved that $\pos f \subset \pos f^\ominus$. Of course, it is immediate from (19.2) that $\pos f^\ominus \subset \pos f \subset \dom f$. \hfill $\square$

Lemma 19.13 on translating a BC–function by an element of $B$ will be used explicitly in the transversality theorem, Theorem 19.16, Theorem 21.4, the local transversality theorem, Theorem 21.12, Lemma 22.9, Lemma 34.2 and Corollary 35.9.

Lemma 19.13. Let $B$ be a SSD space, $f \in \mathcal{PC}(B)$ be a BC–function and $c \in B$. We define $f_c \in \mathcal{PC}(B)$ by $f_c := f(\cdot + c) - [\cdot,c] - q(c)$. Then $f_c$ is a BC–function, $\dom f_c = \dom f - c$ and $\pos f_c = \pos f - c$.

Proof. For all $b \in B$,
\[
f_c^\ominus(b) = \sup_{d \in B} \left[ [d,b] + [d,c] + q(c) - f(d + c) \right] \\
= \sup_{e \in B} \left[ [e - c,b + c] + q(c) - f(e) \right] \\
= \sup_{e \in B} \left[ [e,b + c] - [c,b] - f(e) \right] - q(c) \\
= f^\ominus(b + c) - [c,b] - q(c).
\]

It follows from (20.2) that $f_c^\ominus(b) \geq f(b + c) - [b,c] - q(c) = f_c(b)$ and
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\[ f_c(b) = f(b + c) - [b, c] - q(c) = q(b) - [b, c] - q(c) = q(b). \]

Consequently, \( f_c \) is a BC–function. It is obvious that \( \text{dom } f_c = \text{dom } f - c \).

Further, since

\[ b \in \text{pos } f_c \iff f(b + c) - [b, c] - q(c) = q(b) \]
\[ \iff f(b + c) = q(b + c) \iff b + c \in \text{pos } f, \]

we have \( \text{pos } f_c = \text{pos } f - c \), as required. \( \square \)

Here is the “analog” of Definition 19.11 in the sense of Remark 19.10.

**Definition 19.14.** Let \( B \) be a SSD space. We say that \( g \in \mathcal{PC}(B) \) is a TBC–function if

\[ b \in B \implies g^\alpha(-b) \geq g(b) \geq -q(b). \quad (19.3) \]

“TBC” stands for “twisted bigger conjugate”. A significant example of a TBC–function will be provided by (21.2).

**Remark 19.15.** Arguing as in Remark 19.10, we have the following analog of Lemma 19.12: Let \( B \) be a SSD space and \( g \in \mathcal{PC}(B) \) be a TBC–function. Then

\[ -\text{neg } g^\@ = \text{neg } g \subset \text{dom } g. \]

We end this discussion of BC–functions and TBC–functions in the abstract by proving an important “transversality theorem”, which will be used in our characterization of the maximality of a \( q \)-positive set in a SSDB space in Theorem 21.4, and also in Theorem 30.6 and Lemma 35.5.

**Theorem 19.16.** Let \( B \) be a SSD space, \( f \in \mathcal{PC}(B) \) be a BC–function and \( g : B \to \mathbb{R} \) be a TBC–function that is continuous with respect to a \( B \)-compatible topology. Then \( \text{pos } f - \text{neg } g = B \).

**Proof.** Let \( c \) be an arbitrary element of \( B \). From Lemma 19.13, \( f_c \) is a BC–function and so, using (19.2) and (19.3),

\[ b \in B \implies f_c(b) + g(b) \geq q(b) - q(b) = 0. \]

Thus Rockafellar’s version of the Fenchel duality theorem, Corollary 8.6, gives \( a \in B \) such that \( f_c^\@ \alpha(a) + g^\@(-a) \leq 0 \) so, from (19.2) and (19.3) again, \( f_c(a) + g(a) \leq 0 = q(a) - q(a) \). From (19.2) and (19.3) for a third time, \( f_c(a) \geq q(a) \) and \( g(a) \geq -q(a) \). Consequently, \( f_c(a) = q(a) \) and \( g(a) = -q(a) \), that is to say, using Lemma 19.13, \( a \in \text{pos } f_c = \text{pos } f - c \) and also \( a \in \text{neg } g \). But then \( c = (c + a) - a \in \text{pos } f - \text{neg } g \). \( \square \)

We now consider the situation opposite to that in Lemma 19.8: how to obtain a convex function from a \( q \)-positive set.
Definition 19.17. Let $B$ be a SSD space and $A$ be a nonempty $q$–positive subset of $B$. We define the function $\Phi_A : B \to ]-\infty, \infty]$ associated with $A$ by

$$\Phi_A(b) := \sup_{a \in A} \left[ [b, a] - q(a) \right] = q(b) - \inf_{a \in A} q(b - a). \quad (19.4)$$

These definitions imply that $\Phi_A \in \mathcal{PC}(B),$

$$\Phi_A = q \text{ on } A, \quad \text{and} \quad b \in B \text{ and } a \in A \implies [b, a] \leq \Phi_A(b) + q(a). \quad (19.5)$$

Now let $a \in A$. (19.5) implies that, for all $b \in B$, $[b, a] - \Phi_A(b) \leq q(a)$. Taking the supremum over $b \in B$, $\Phi_A @ (a) \leq q(a)$. Thus we have proved that

$$\Phi_A @ \leq q \text{ on } A. \quad (19.6)$$

Let $c \in B$. Then we see from the definition of $\Phi_A @$, the symmetry of $[\cdot, \cdot]$ and (19.5) that

$$\Phi_A @(c) = \sup_{b \in B} \left[ [b, c] - \Phi_A(b) \right] \geq [c, c] - \Phi_A(c) \lor \sup_{a \in A} \left[ [c, a] - \Phi_A(a) \right]$$

$$= [2q(c) - \Phi_A(c)] \lor \sup_{a \in A} \left[ [c, a] - q(a) \right]$$

$$= [2q(c) - \Phi_A(c)] \lor \Phi_A(c) \geq \min_{\lambda \in ]-\infty, \infty]} [2q(c) - \lambda] \lor \lambda = q(c).$$

Thus it follows that

$$\Phi_A @ \geq \Phi_A \lor q \text{ on } B. \quad (19.7)$$

Combining this with (19.6), we see that

$$A \subset \text{pos} \Phi_A @. \quad (19.8)$$

In fact, pos $\Phi_A @$ is the largest $q$–positive subset $C$ of $B$ such that $\Phi_C = \Phi_A$ on $B$. See [107, Theorem 6.5(a), p. 309]. Clearly, $\Phi_A$ is $w(B, B)$–lower semicontinuous, and so the Fenchel–Moreau theorem, Corollary 12.4, gives us that

$$\Phi_A @ \in \mathcal{PC}(B) \quad \text{and} \quad \Phi_A @@ = \Phi_A. \quad (19.9)$$

(The first of these assertions also follows from (19.8).) From (19.6), (19.7) and the fact that dom $\Phi_A @$ is convex, writing “co” for “convex hull”,

$$A \subset \text{co } A \subset \text{dom } \Phi_A @ \subset \text{dom } \Phi_A. \quad (19.10)$$

Now let $c \in B$. Then $A - c$ is $q$–positive and, for all $b \in B,$

$$\Phi_{A-c}(b) = \sup_{a \in A} \left[ [b, a - c] - q(a - c) \right]$$

$$= \sup_{a \in A} \left[ [b, a] - [b, c] - q(a) + [c, a] - q(c) \right]$$

$$= \sup_{a \in A} \left[ [b + c, a] - q(a) \right] - \sup_{a \in A} \left[ [b, c] - q(c) \right]$$

$$= \Phi_A(b + c) - [b, c] - q(c) = (\Phi_A)_c(b)$$

(see Lemma 19.13). It follows easily from this that
and (19.13) would imply that 

\[ \Phi_A \geq q \text{ on } B \implies \Phi_A \text{ is a BC–function} \]

Now let 

\[ b = (b_1, b_2), \quad (c_1, c_2) = b_1 c_2 + b_2 c_1. \]  

(This SSD space is a special case of Example 19.2(a).) Define 

\[ h(b_1, b_2) := \frac{1}{2}(b_1^2 + b_2^2). \]  

Then, by direct computation, 

\[ h(b_1, b_2) - q(b_1, b_2) = \frac{1}{2}(b_1^2 + b_2^2) - b_1 b_2 = \frac{1}{2}(b_1 - b_2)^2, \]  

\[ h \text{ is a BC–function}. \]  

Furthermore, 

\[ (a_1, a_2) \in \text{pos } h \iff a_1 = a_2. \]  

Now suppose that \( A \) were a nonempty \( q \)-positive subset of \( B \) such that 

\[ \Phi_A = h \text{ on } B. \]  

Then, from (19.5), 

\[ h = q \text{ on } A, \text{ that is to say, } A \subset \text{pos } h, \]  

and (19.13) would imply that 

\[ (a_1, a_2) \in A \implies a_1 = a_2. \]  

Now let \( b = (b_1, b_2) \) be an arbitrary element of \( B \). Then we would have 

\[ \frac{1}{2}(b_1^2 + b_2^2) = h(b) = \Phi_A(b) = \sup_{a \in A} [b, a] = q(a) = \sup_{\lambda \in \mathbb{R}} [(b_1 + b_2)\lambda - \lambda^2] = \frac{1}{4}(b_1 + b_2)^2. \]  

It would follow from this that 

\[ 2(b_1^2 + b_2^2) \leq (b_1 + b_2)^2, \]  

that is to say, 

\[ (b_1 - b_2)^2 \leq 0. \]  

Since this is manifestly false whenever \( b_1 \neq b_2 \), we have reached a contradiction.
We conclude this section with a precise characterization of functions of the form \( \Phi_A \) (for some nonempty \( q \)-positive subset \( A \) of \( B \)).

**Theorem 19.21.** Let \( B \) be a SSD space and \( f \in \mathcal{PC}(B) \). Then there exists a nonempty \( q \)-positive subset \( A \) of \( B \) such that \( f = \Phi_A \) on \( B \) if, and only if,

\[
f \supseteq q \text{ on } B \quad \text{and} \quad b \in B \implies f(b) \leq \sup_{c \in \text{pos } f^\circ} [b, c] - q(c).
\]  

(19.14)

**Proof.** \((\implies)\) If \( A \) is a nonempty \( q \)-positive subset of \( B \) then, from (19.7) and (19.8), \( \Phi_A \geq q \) on \( B \) and \( A \subset \text{pos } \Phi_A \). Thus, for all \( b \in B \),

\[
\Phi_A(b) = \sup_{a \in A} [b, a] - q(a) \leq \sup_{c \in \text{pos } \Phi_A} [b, c] - q(c).
\]

This gives the desired result.

\((\impliedby)\) If \( f \) satisfies (19.14) then clearly \( \text{pos } f^\circ \neq \emptyset \) thus, from Lemma 19.8 (with \( f \) replaced by \( f^\circ \)), \( \text{pos } f^\circ \) is \( q \)-positive. If \( b \in B \) and \( c \in \text{pos } f^\circ \) then the Fenchel–Young inequality, (8.2), implies that \([b, c] \leq f(b) + f^\circ(c) = f(b) + q(c)\), so \([b, c] - q(c) \leq f(b)\). Combining this with (19.14), we obtain that

\[
b \in B \implies f(b) = \sup_{c \in \text{pos } f^\circ} [b, c] - q(c) = \Phi_{\text{pos } f^\circ}(b).
\]

The desired result follows by taking \( A = \text{pos } f^\circ \). \(\Box\)

### 20 Maximally \( q \)-positive sets in SSD spaces

**Definition 20.1.** Let \( B \) be a SSD space and \( A \) be a nonempty \( q \)-positive subset of \( B \). We say that \( b \in B \) is \( q \)-positively related to \( A \) if

\[
a \in A \implies q(b - a) \geq 0.
\]

It is clear from (19.4) that this is equivalent to the assertion that \( \Phi_A(b) \leq q(b) \).

We say that \( A \) is maximally \( q \)-positive if \( A \) is not properly contained in any other \( q \)-positive set. This is equivalent to the assertion that

\[
b \in B \setminus A \implies b \text{ is not } q \text{-positively related to } A.
\]

Consequently, \( A \) is maximally \( q \)-positive exactly when

\[
b \in B \setminus A \implies \Phi_A(b) > q(b).
\]  

(20.1)

If \( \Phi_A \geq q \) on \( B \) then, from (19.12), \( \text{pos } \Phi_A^\circ = \text{pos } \Phi_A \) is the unique maximally \( q \)-positive superset of \( A \). For more on this topic, see [107, Theorem 5.4, p. 307 and Theorem 6.5(c), p. 309].

Now let \( A \) be a maximally \( q \)-positive subset of \( B \). Combining (20.1) with (19.5) implies that \( \Phi_A \geq q \) on \( B \) and \( \text{pos } \Phi_A = A \). Thus, from (19.12) again,

\[
\Phi_A \text{ is a BC–function and } \text{pos } \Phi_A^\circ = \text{pos } \Phi_A = A.
\]  

(20.2)
Example 19.20 shows that there are BC–functions that are not of the form $\Phi_A$ for some maximally $q$–positive subset $A$ of $B$. We now identify which BC–functions are of this form.

**Definition 20.2.** Let $B$ be a SSD space. We say that $h \in PC(B)$ is a SBC–function if $h \geq q$ on $B$ and

$$b \in B \implies h(b) = \sup_{a \in \text{pos}_h} \left[ [b, a] - q(a) \right]. \quad (20.3)$$

"SBC" stands for "strongly bigger conjugate". Since

$$\sup_{a \in \text{pos}_h} \left[ [b, a] - q(a) \right] = \sup_{a \in \text{pos}_h} \left[ [b, a] - h(a) \right] \leq \sup_{c \in B} \left[ [b, c] - h(c) \right] = h^\bar{a}(b),$$

a SBC–function is automatically a BC–function. (20.3) also implies that a SBC–function is automatically lower semicontinuous with respect to any $B$–compatible topology. Finally, it follows from (19.4) and (20.2) that if $A$ is a maximally $q$–positive subset of $B$ then

$$\Phi_A$$

is a SBC–function. \hfill (20.4)

**Theorem 20.3.** Let $B$ be a SSD space. Then the mapping $A \mapsto \Phi_A$ is a bijection from the maximally $q$–positive subsets of $B$ onto the SBC–functions on $B$. The inverse mapping is $\text{pos}(\cdot)$.

**Proof.** It is clear from (20.2) and (20.4) that the mapping $A \mapsto \Phi_A$ is an injection from the maximally $q$–positive subsets of $B$ into the SBC–functions on $B$. Suppose, conversely, that $h \in PC(B)$ is a SBC–function. (20.3) implies that $\text{pos}_h \neq \emptyset$, and so, from Lemma 19.8, $\text{pos}_h$ is a nonempty $q$–positive subset of $B$. From (20.3) again, $\Phi_{\text{pos}_h} = h$. So if $b \in B$ and $\Phi_{\text{pos}_h}(b) \leq q(b)$ then $h(b) \leq q(b)$ and thus, since $h \geq q$ on $B$, $b \in \text{pos}_h$. From (20.1), $\text{pos}_h$ is a maximally $q$–positive subset of $B$, so $\text{pos}(\cdot)$ is an injection from the SBC–functions on $B$ into the maximally $q$–positive subsets of $B$. The result is now immediate. \hfill $\square$

The final result in this section is about $q$–positive sets that are “flattened” by a certain element of $B$. It will be used in our results on the linear and affine hulls of certain sets associated with maximally monotone multifunctions in Lemma 28.1 and Lemma 28.8.

**Lemma 20.4.** Let $B$ be a SSD space and $c \in B$ with $q(c) = 0$.

(a) Let $A$ be a nonempty $q$–positive subset of $B$ and $A + \mathbb{R}c \subset A$. Then there exists $\mu \in \mathbb{R}$ such that $[\text{dom} \Phi_A, c] = [A, c] = \{\mu\}$.

(b) Let $A$ be a maximally $q$–positive subset of $B$. Suppose that $\mu \in \mathbb{R}$ and $[A, c] = \{\mu\}$. Then $A + \mathbb{R}c \subset A$ and $[\text{dom} \Phi_A, c] = \{\mu\}$. 
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Proof. (a) Let $a \in A$ and $b \in \text{dom } \Phi_A$. Then, for all $\lambda \in \mathbb{R}$,

$$[b, a] + \lambda [b - a, c] - q(a) = [b, a + \lambda c] - q(a + \lambda c).$$

Since $a + \lambda c \in A$, (19.4) implies that

$$[b, a] + \lambda [b - a, c] - q(a) \leq \Phi_A(b),$$

from which

$$\lambda [b - a, c] \leq \Phi_A(b) - [b, a] + q(a) < \infty.$$  

Since this holds for all $\lambda \in \mathbb{R}$, $[b - a, c] = 0$, that is to say $[b, c] = [a, c]$. This gives (a).

(b) Let $a \in A$ be given. Let $\lambda \in \mathbb{R}$ and $b \in A$ be arbitrary. Then, since $[c, b] = [b, c] = \mu = [a, c]$, we have

$$[a + \lambda c, b] - q(b) = [a, b] - q(b) + \lambda [a, c].$$

Taking the supremum over $b \in A$ and using (19.4) and (20.2),

$$\Phi_A(a + \lambda c) = \Phi_A(a) + \lambda [a, c] = q(a) + \lambda [a, c] + \lambda^2 q(c) = q(a + \lambda c).$$

From (20.2) again, $a + \lambda c \in A$. Thus $A + \mathbb{R}c \subset A$, and (b) follows from (a).

□

21 SSDB spaces

We now introduce the SSDB spaces, a subclass of the class of SSD spaces. Our treatment of the SSD spaces in the previous two sections has been essentially nontopological. The additional norm structure of the SSDB spaces is essentially what makes maximally monotone multifunctions on a reflexive Banach space much more tractable than those on a general Banach space.

In Theorem 21.4, we will show how BC–functions automatically give rise to maximally $q$–positive sets in the SSDB case; in Theorem 21.7 we will give a “transversal” criterion for a nonempty $q$–positive subset of a SSDB space to be maximally $q$–positive; in Theorem 21.10, we give a result on the existence of autoconjugates in a SSDB space; in Theorem 21.11, we apply this to obtain a description of a maximally $q$–positive superset of a given nonempty $q$–positive subset of a SSDB space; finally, in Theorem 21.12 we give a local transversality result for SSDB spaces that will eventually be applied to abstract Hammerstein equations.
Definition 21.1. We will say that $B$ (more precisely, $(B, [\cdot, \cdot])$) is a symmetrically self–dual Banach space (SSDB space) if $B$ is a SSD space and a Banach space, $T\|\| (B)$ is $B$–compatible, and the norm of $[\cdot, c]$ as a functional on $B$ is identical with $\|c\|$. In this case, the quadratic form $q$ (defined as in Definition 19.1) is continuous and, for all $b \in B$,

$$|q(b)| = \frac{1}{2} ||b||^2 \leq \frac{1}{2} ||b||^2.$$  \hfill (21.1)

Let $g_0 := \frac{1}{2} \cdot \|\| B$. From Lemma 9.2,

$$g_0 \text{ is a BC–function and a TBC–function.} \hfill (21.2)$$

We have already used the first of these facts in Example 19.20. Since the continuity of $q$ implies that the closure of a $q$–positive set is $q$–positive, any maximally $q$–positive set in a SSDB space is closed.

Examples 21.2. (a) If $E$ is a nonzero reflexive Banach space, we can define $B$ and its associated norm as in Remark 17.1 and Example 19.2(a). Then $B$ is a SSDB space. Since this example will be considered in much greater detail in Section 29, we will not discuss it any further in this section, apart from a brief digression in Remark 21.6.

(b) In Example 19.2(b), $B$ is a SSDB space under the Hilbert space norm, $q = g_0$ and neg $g_0 = \{0\}$. (We recall that the set neg $g_0$ was defined in Remark 19.10(b).)

(c) In Example 19.2(c), $B$ is a SSDB space under the Hilbert space norm, $q = -g_0$ and neg $g_0 = B$.

(d) In Example 19.2(d), $B$ is a SSDB space under the Euclidean norm and

$$\text{neg } g_0 = \{(b_1, b_2, b_3) \in B: b_1 + b_2 = 0, b_3 = 0\}.$$  \hfill (21.2)

We now give a simple sufficient condition for maximality. In fact, we shall see in Theorem 21.7 that this condition is also necessary.

Lemma 21.3. Let $B$ be a SSDB space and and $A$ be a nonempty $q$–positive subset of $B$ such that $A \text{ – neg } g_0 = B$. Then $A$ is maximally $q$–positive.

Proof. We will establish this result by using the criterion for maximal $q$–positivity in (20.1). To this end, suppose that $b \in B \setminus A$. By hypothesis, there exists $a \in A$ such that $a - b \in \text{neg } g_0$, that is to say $q(a - b) = -\frac{1}{2} ||a - b||^2$. Since $a \neq b$, $q(a - b) < 0$, thus (19.4) implies that $\Phi_A(b) > q(b)$. Consequently, (20.1) is satisfied. \hfill $\square$

Theorem 21.4 below contain subtler property of BC–functions on a SSDB space, which will be used explicitly in Theorem 21.7, in our results on the maximal monotonicity of the sum of maximally monotone multifunctions in Theorem 24.1, in the explicit formula for the minimum of the norm of the resolvent of a maximally monotone multifunction on a reflexive space in Theorem 29.6, and in our preparation for the Brezis–Crandall–Pazy theorem in Lemma 34.2.
**Theorem 21.4.** Let $B$ be a SSDB space and $f \in \mathcal{PC}(B)$ be a BC–function. Then:

(a) $\text{pos } f - \text{neg } g_0 = B$.
(b) $\text{pos } f$ is maximally $q$–positive.
(c) Let $c \in B$. Then

$$\min \{ \| a \| : a \in \text{neg } g_0 \cap (\text{pos } f - c) \} = \sup_{b \in B} \left[ \| b \| - \sqrt{2f_c(b) + \| b \|^2} \right] \lor 0$$
and

$$\sup \{ \| a \| : a \in \text{neg } g_0 \cap (\text{pos } f - c) \} \leq \inf_{b \in B} \left[ \| b \| + \sqrt{2f_c(b) + \| b \|^2} \right].$$

**Proof.** (a) This follows from the transversality theorem, Theorem 19.16, and (21.2).

(b) This is immediate from Lemma 19.8, (a) and Lemma 21.3.

(c) Suppose first that $a \in \text{neg } g_0 \cap (\text{pos } f - c)$. Then, from Lemma 19.13 and Lemma 19.12, $a \in \text{neg } g_0 \cap \text{pos } f = \text{neg } g_0 \cap \text{pos } f_c^@$. Thus $f_c^@ (a) = q(a) = -\frac{1}{2} \| a \|^2$. But then, for all $b \in B$, the Fenchel–Young inequality, (8.2), implies that

$$f_c(b) \geq [b, a] - f_c^@ (a) \geq \frac{1}{2} \| a \|^2 - \| b \| \| a \|$$
and so $2f_c(b) + \| b \|^2 \geq \| a \|^2 - 2\| b \| \| a \| + \| b \|^2 = (\| a \| - \| b \|)^2$. Consequently, $\| b \| - \sqrt{2f_c(b) + \| b \|^2} \leq \| a \| \leq \| b \| + \sqrt{2f_c(b) + \| b \|^2}$. Taking the supremum and the infimum over $b \in B$, and using the fact that $\| a \| \geq 0$, we obtain

$$\sup_{b \in B} \left[ \| b \| - \sqrt{2f_c(b) + \| b \|^2} \right] \lor 0 \leq \| a \| \leq \inf_{b \in B} \left[ \| b \| + \sqrt{2f_c(b) + \| b \|^2} \right].$$

On the other hand, it is immediate from the proof of (a) and Theorem 9.3(c) that there exists $a \in \text{neg } g_0$ such that $a \in \text{pos } f_c = \text{pos } f - c$ and

$$\| a \| = \sup_{b \in B} \left[ \| b \| - \sqrt{2f_c(b) + \| b \|^2} \right] \lor 0.$$

**Remark 21.5.** Let $B$ be a SSDB space, $f \in \mathcal{PC}(B)$ be a BC–function and $c \in B$. Then, from Lemma 19.13, $f_c(t - c) = f(t - c + c) - [t - c, c] - q(c) = f(t) - [t, c] + q(c)$. Consequently,

$$\sup_{b \in B} \left[ \| b \| - \sqrt{2f_c(b) + \| b \|^2} \right] = \sup_{t \in B} \left[ \| t - c \| - \sqrt{2f_c(t - c) + \| t - c \|^2} \right]$$

$$= \sup_{t \in B} \left[ \| t - c \| - \sqrt{2f(t) - 2[t, c] + 2q(c) + \| t - c \|^2} \right]$$
and

$$\inf_{b \in B} \left[ \| b \| + \sqrt{2f_c(b) + \| b \|^2} \right]$$

$$= \inf_{t \in B} \left[ \| t - c \| + \sqrt{2f(t) - 2[t, c] + 2q(c) + \| t - c \|^2} \right].$$

Though these alternative expressions for the supremum and infimum appearing in Theorem 21.4(c) are more cumbersome, they are sometimes useful since they are expressed in terms of $f$ instead of $f_c$. 
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Remark 21.6. If $E$ is a nonzero reflexive Banach space, we define the SSDB space $B$ and its associated norm as in Remark 17.1 and Example 19.2(a). If now $f \in \mathcal{PCLSC}(E)$ and, for all $(x, x^*) \in B$, $h(x, x^*) := f(x) + f^*(x^*)$ then the Fenchel–Moreau theorem, Corollary 12.4, implies that $h$ is a BC–function. Since $\text{pos } h^{\alpha} = G(\partial f)$, Theorem 21.4(b) gives us that $\partial f$ is maximally monotone. Compare this with Remark 18.9.

We will use Theorem 21.7 to obtain the following results for reflexive spaces: the characterization of the maximality of a monotone multifunction in Theorem 29.2, Rockafellar’s surjectivity theorem in Theorem 29.5, Torralba’s theorem in Theorem 29.9, and the characterization of the closures of the domain and range of a maximally monotone multifunction in Theorem 31.2.

Theorem 21.7. Suppose that $B$ is a SSDB space and $A$ is a nonempty $q$–positive subset of $B$. Then

$$A \text{ is maximally } q\text–positive \iff A - \text{ neg } g_0 = B.$$  

Proof. $(\iff)$ was proved in Lemma 21.3, while $(\Rightarrow)$ follows from (20.2) and Theorem 21.4(a) with $f := \varphi_A$. □

The following definition is natural.

Definition 21.8. Let $B$ be a SSDB space and $h \in \mathcal{PC}(B)$. We say that $h$ is autoconjugate if $h^{\alpha} = h$ on $B$.

Lemma 21.9. Let $B$ be a SSDB space and $h \in \mathcal{PC}(B)$ be autoconjugate. Then $h$ is a BC–function and $\text{pos } h^{\alpha}$ is maximally $q$–positive.

Proof. From the the Fenchel–Young inequality, (8.2), for all $b \in B$,

$$h(b) = \frac{1}{2} h(b) + \frac{1}{2} h^{\alpha}(b) \geq \frac{1}{2} [b, b] = q(b),$$

and the result follows from Definition 19.11 and Theorem 21.4(b). □

Theorem 21.10 shows that some of the results established by Bauschke–Wang in [13] for “kernel averages” in spaces of the form $E \times E^*$ (where $E$ is a reflexive Banach space) can be generalized naturally to SSDB spaces. It will be used in Theorem 21.11.

Theorem 21.10. Let $B$ be a SSDB space, $f \in \mathcal{PCLSC}(B)$ and $f^{\alpha} \geq f$ on $B$. For all $b \in B$, let

$$h(b) := \inf_{c \in B} \left[ \frac{1}{2} f(b + c) + \frac{1}{2} f^{\alpha}(b - c) + g_0(c) \right].$$

Then:

(a) $h$ is autoconjugate.
(b) $f \lor q \leq h \leq f^{\alpha}$ on $B$ and $\text{pos } h$ is a maximally $q$–positive superset of $\text{pos } f^{\alpha}$.
(c) $b \in \text{pos } h$ if, and only if,

there exists $d \in \text{pos } g_0$ such that $(b - d, b + d) \in G(\partial f).$
Proof. From the the Fenchel–Young inequality, (8.2), and (20.1), for all \( b \in B \),
\[
h(b) \geq \inf_{c \in B} \left[ \frac{1}{2} [b + c, b - c] + g_0(c) \right] \\
= \inf_{c \in B} \left[ q(b) - q(c) + g_0(c) \right] \geq q(b) - \infty.
\]
Thus Corollary 10.4 and the Fenchel–Moreau Theorem, Corollary 12.4, imply that, for all \( b \in B \),
\[
h^@_x(b) = \min_{d \in B} \left[ \frac{1}{2} f^@_x(b + d) + \frac{1}{2} f^@_x(b - d) + g_0(d) \right] \\
= \min_{d \in B} \left[ \frac{1}{2} f^@_x(b + d) + \frac{1}{2} f(b - d) + g_0(d) \right] = h(b),
\]
and so \( h \) is autoconjugate.

(b) Since \( f^@_x \geq f \) and \( g_0 \geq 0 \) on \( B \), for all \( b \in B \), the convexity of \( f \) gives
\[
h(b) \geq \inf_{c \in B} \left[ \frac{1}{2} f(b + c) + \frac{1}{2} f(b - c) + g_0(c) \right] \geq \inf_{c \in B} [f(b) + 0] = f(b).
\]
Thus \( h \geq f \) on \( B \), and it follows by taking conjugates and using Lemma 21.9 that \( f^@_x \geq h^@_x = h \geq q \) on \( B \), from which, \( \pos f^@_x \subset \pos h \). Another application of Lemma 21.9 gives us that \( \pos h \) is maximally \( q \)-positive.

(c) It is clear from (21.3) that \( b \in \pos h = \pos h^@_x \) if, and only if,
\[
\text{there exists } d \in B \text{ such that } \frac{1}{2} f(b - d) + \frac{1}{2} f^@_x(b + d) = q(b) - g_0(d).
\]
From the Fenchel–Young inequality and (20.1) again,
\[
\frac{1}{2} f(b - d) + \frac{1}{2} f^@_x(b + d) \geq \frac{1}{2} |b - d, b + d| = q(b) - q(d) \geq q(b) - g_0(d).
\]
Thus \( b \in \pos h^@_x \) if, and only if, there exists \( d \in B \) such that
\[
\frac{1}{2} f(b - d) + \frac{1}{2} f^@_x(b + d) = \frac{1}{2} |b - d, b + d| \quad \text{and} \quad g_0(d) = q(d),
\]
that is to say, \((b - d, b + d) \in G(\partial f)\) and \( d \in \pos g_0 \). \(\square\)

Now it is easily seen from Zorn’s lemma that every nonempty \( q \)-positive subset of a SSD space has a maximally \( q \)-positive superset. In the next result, we give a somewhat more explicit description of such a superset in a SSDB space, which will be applied to monotone multifunctions on a reflexive space in Theorem 29.8.

Theorem 21.11. Let \( B \) be a SSDB space, \( A \) be a nonempty \( q \)-positive subset of \( B \) and, for all \( b \in B \)
\[
h(b) := \inf_{c \in B} \left[ \frac{1}{2} \Phi_A(b + c) + \frac{1}{2} \Phi_A^@(b - c) + g_0(c) \right].
\]
Then:
(a) \( h \) is autoconjugate.
(b) \( \Phi_A \vee q \leq h \leq \Phi_A^@ \) on \( B \) and \( \pos h \) is a maximally \( q \)-positive superset of \( A \). If \( A \) is maximally \( q \)-positive then \( \pos h = A \).
(c) \( b \in \pos h \) if, and only if,
\[
\text{there exists } d \in \pos g_0 \text{ such that } (b - d, b + d) \in G(\partial \Phi_A).
\]
Proof. It is clear from (19.7) that Theorem 21.10 can be applied with \( f := \Phi_A \). The result now follows from (19.8). \( \square \)

The final result in this section is a “local transversality theorem”. This is an adaptation of Theorem 19.16 and will be used explicitly in Theorem 30.1, which leads to a number of surjectivity results, including an abstract Hammerstein theorem.

**Theorem 21.12.** Let \( B \) be a SSDB space, \( f \in PCLSC(B) \) be a BC–function and \( g \in PCLSC(B) \) be a TBC–function (see Definition 19.14). Then

\[
\text{int}(\text{pos } f - \text{neg } g) = \text{sur}(\text{dom } f - \text{dom } g).
\]

(21.4)

Consequently, \( \text{int}(\text{pos } f - \text{neg } g) \) is convex and \( \text{sur}(\text{dom } f - \text{dom } g) \) is open.

Proof. Let \( c \) be an arbitrary element of \( \text{sur}(\text{dom } f - \text{dom } g) \). From Lemma 19.13, \( f_c \in PCLSC(B) \) is a BC–function and 0 \( \in \text{sur}(\text{dom } f_c - \text{dom } g) \). Using (19.2) and (19.3),

\[
b \in B \implies f_c(b) + g(b) \geq q(b) - q(b) = 0.
\]

Thus the Attouch-Brezis theorem, Theorem 15.1, gives \( a \in B \) such that \( f_c(a) + g(a) = 0 \). Using Lemma 19.13, \( a \in \text{pos } f_c = \text{pos } f - c \) and also \( a \in \text{neg } g \). But then \( c + a = \text{pos } f - \text{neg } g \). Since this holds for all \( c \in \text{sur}(\text{dom } f - \text{dom } g) \), we have established that \( \text{pos } f - \text{neg } g \supset \text{sur}(\text{dom } f - \text{dom } g) \) and the inclusion “\( \supset \)" in (21.4) now follows from the \( \ominus \)–corollary, Corollary 14.3. The opposite inclusion is obvious. \( \square \)

### 22 The SSD space \( E \times E^* \)

We now turn our attention to the space of Remark 17.1 and Example 19.2(a). So let \( E \) be a nonzero Banach space and \( E^* \) be its topological dual space. Then \( B := E \times E^* \) is a SSD space with

\[
[b, c] := \langle b_1, c_2 \rangle + \langle c_1, b_2 \rangle \quad (b = (b_1, b_2), c = (c_1, c_2) \in B).
\]

As we have already observed in Remark 17.1,

\[
q(b) = \frac{1}{2} \left[ \langle b_1, b_2 \rangle, (b_1, b_2) \right] = \frac{1}{2} \left[ \langle b_1, b_2 \rangle + \langle b_1, b_2 \rangle \right] = \langle b_1, b_2 \rangle.
\]

(22.1)

The main thrust of this section is to relate (by means of the projection map \( \pi_1 \)) certain convex functions defined on \( B \) with certain convex functions defined on \( E \). In this direction, we mention Theorem 22.5 and Theorem 22.8.
These results and the other lemmas in this section will have wide applications to the theory of monotone multifunctions.

We start off by giving an application of Rockafellar’s version of the Fenchel duality theorem, Corollary 8.6. All the results of this section up to and including Theorem 22.8 flow from Lemma 22.1 by making various substitutions for its parameters.

**Lemma 22.1.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, $x, y \in E$, $M \in \mathbb{R}$ and $K \geq 0$. Then

there exists $a \in (\pi_1)^{-1} x$ such that $\|a_2\| \leq K$ and $f^@_y(a) \leq M + \langle y, a_2 \rangle$

if, and only if,

$$b \in B \iff f(b) + M + K\|b_1 - y\| - \langle x, b_2 \rangle \geq 0.$$  

**Proof.** $(\implies)$ Using the Fenchel–Young inequality, (8.2), for all $b \in B$,

$$f(b) + M + K\|b_1 - y\| - \langle x, b_2 \rangle = f(b) + M + K\|b_1 - y\| - \langle a_1, b_2 \rangle$$

$$\geq f(b) + M + \langle y - b_1, a_2 \rangle - \langle a_1, b_2 \rangle$$

$$= f(b) + M + \langle y, a_2 \rangle - [b, a]$$

$$\geq f(b) + f^@_y(a) - [b, a] \geq 0.$$  

$(\impliedby)$ Let $g(b) := M + K\|b_1 - y\| - \langle x, b_2 \rangle$, so that $f + g \geq 0$ on $B$. Since $g$ is $\mathcal{T}_{NW}(B)$–continuous on $B$ and $\mathcal{T}_{NW}(B)$ is a compatible topology for the SSD space $B$, Corollary 8.6 gives $a \in B$ such that $f^@_y(a) + g^@_y(-a) \leq 0$. By direct computation,

$$g^@_y(-a) = \begin{cases} -M - \langle y, a_2 \rangle & \text{if } a_1 = x \text{ and } \|a_2\| \leq K; \\ \infty & \text{otherwise.} \end{cases}$$

Thus $\pi_1a = a_1 = x$ and $\|a_2\| \leq K$, and $f^@_y(a) \leq -g^@_y(-a) = M + \langle y, a_2 \rangle$.  

**Lemma 22.2.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, $x \in E$ and $N \geq 0$. Then

there exists $a \in (\pi_1)^{-1} x$ such that $f^@_y(a) \vee \|a_2\| \leq N$  \hspace{1cm} (22.2)

if, and only if,

$$b \in B \implies N(1 + \|b_1\|) \geq \langle x, b_2 \rangle - f(b).$$  \hspace{1cm} (22.3)

**Proof.** Immediate from Lemma 22.1, with $M = K = N$ and $y = 0$.  

**Definition 22.3.** Let $E$ be a nonzero Banach space, $B := E \times E^*$ and $f \in \mathcal{PC}(B)$. We define the function $f_+: E \to ]-\infty, \infty]$ by

$$f_+(x) := \sup_{b=(b_1, b_2) \in B} \frac{\langle x, b_2 \rangle - f(b)}{1 + \|b_1\|}.$$  

Since $f_+$ is the supremum of a family of continuous affine functions, $f_+$ is convex and lower semicontinuous. We will give in Theorem 22.5 a necessary and sufficient condition that $f_+ \in \mathcal{PC\mathcal{LSC}}(E)$. 
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The following relationship between $f^\oplus$ and $f_\uparrow$ will be critical.

**Lemma 22.4.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, and $x \in E$. Then

$$f_\uparrow(x) \vee 0 = \min_{a \in (\pi_1)^{-1}x} \left( f^\oplus(a) \vee \|a_2\| \right). \tag{22.4}$$

**Proof.** Suppose first that $\inf_{a \in (\pi_1)^{-1}x} \left( f^\oplus(a) \vee \|a_2\| \right) < \infty$. Let $N \in \mathbb{R}$ and $N > \inf_{a \in (\pi_1)^{-1}x} \left( f^\oplus(a) \vee \|a_2\| \right)$. Then (22.2) is satisfied. From Lemma 22.2, (22.3) is satisfied. It follows by dividing by $1 + \|b_1\|$ and taking the supremum over $b \in B$ that $f_\uparrow(x) \leq N$. Letting $N \to \inf_{a \in (\pi_1)^{-1}x} \left( f^\oplus(a) \vee \|a_2\| \right)$, we obtain the inequality “$\leq$” in (22.4). We now write $N := f_\uparrow(x) \vee 0$, and we will prove the inequality “$\geq$” in (22.4). For this, we can and will suppose that $N \in \mathbb{R}$. Then the definition of $f_\uparrow$ implies that (22.3) is satisfied. Using Lemma 22.2 in the opposite direction, we obtain (22.2). This gives the inequality “$\geq$” in (22.4), and shows that the infimum is, in fact, a minimum. If, on the other hand, $\inf_{a \in (\pi_1)^{-1}x} \left( f^\oplus(a) \vee \|a_2\| \right) = \infty$ then, for all $a \in (\pi_1)^{-1}x$, $f^\oplus(a) = \infty$, and so Lemma 22.2 implies that, $f_\uparrow(x) = \infty$. This implies (22.4), and that the infimum is attained in this case also. \hfill \Box

Theorem 22.5 and Lemma 22.7 will both be used explicitly in Theorem 26.1 in our result on the local boundedness of monotone multifunctions.

**Theorem 22.5.** Let $E$ be a nonzero Banach space, $B := E \times E^*$ and $f \in \mathcal{PC}(B)$. Then $\pi_1 \text{dom } f^\oplus = \text{dom } f_\uparrow$. Consequently, $f_\uparrow$ is proper if, and only if, $f^\oplus$ is proper.

**Proof.** $x \in \text{dom } f_\uparrow \iff f_\uparrow(x) \vee 0 < \infty$. Thus, from Lemma 22.4, $x \in \text{dom } f_\uparrow \iff$ there exists $a \in (\pi_1)^{-1}x$ such that $f^\oplus(a) \vee \|a_2\| < \infty \iff x \in \pi_1 \text{dom } f^\oplus$. \hfill \Box

Corollary 22.6 will be used explicitly in the “$\to$ 6 set theorem” for pairs of maximally monotone multifunctions on a reflexive Banach space in Theorem 33.1.

**Corollary 22.6.** Let $E$ be a nonzero Banach space, $B := E \times E^*$ and $f, g \in \mathcal{PC}(B)$. Then

$$\text{sur}[\pi_1 \text{dom } f^\oplus - \pi_1 \text{dom } g^\oplus] = \text{int}[\pi_1 \text{dom } f^\oplus - \pi_1 \text{dom } g^\oplus].$$

Consequently, $\text{sur}[\pi_1 \text{dom } f^\oplus - \pi_1 \text{dom } g^\oplus]$ is open.

**Proof.** We can and will assume that $f^\oplus$ and $g^\oplus$ are proper. Theorem 22.5 gives us that $f_\uparrow, g_\uparrow \in \mathcal{PCLSC}(B)$ and then that

$$\pi_1 \text{dom } f^\oplus - \pi_1 \text{dom } g^\oplus = \text{dom } f_\uparrow - \text{dom } g_\uparrow.$$

The result now follows from the “$\ominus$–corollary”, Corollary 14.3. \hfill \Box
Lemma 22.7. Let $E$ be a nonzero real Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$ and $z \in \text{sur dom } f$. Then there exist $K > 0$ and $\eta \in ]0,1[$ such that

$$\|x - z\| \leq \eta \text{ and } b \in B \implies f(b) + K\|b_1 - x\| - \langle x, b_2 \rangle \geq \eta(\|b_2\| - K)$$

and

$$b \in B, \|b_1 - z\| \leq \eta \text{ and } f(b) \leq q(b) \implies \|b_2\| \leq K.$$ (22.5)

Proof. The dom lemma, Lemma 13.3 gives $\eta \in ]0,1[$ and $N > 0$ such that

$$y \in E \text{ and } \|y\| \leq 2\eta \implies f(z + y) \leq N,$$

from which $b \in B \implies f(b) + N(1 + \|b_1\|) - \langle z + y, b_2 \rangle \geq 0$. Taking the infimum over $y$, we have

$$b \in B \implies f(b) + N(1 + \|b_1\|) - \langle z, b_2 \rangle - 2\eta\|b_2\| \geq 0.$$

Now suppose that $\|x - z\| \leq \eta$. Since $\eta < 1$, we derive that

$$b \in B \implies f(b) + N(2 + \|z\| + \|b_1 - x\|) - \langle x, b_2 \rangle - \eta\|b_2\| \geq 0,$$

and (22.5) now follows by setting $K := (2 + \|z\|)N/\eta \geq N$. If we substitute $x = b_1$ in (22.5), we obtain

$$b \in B \text{ and } \|b - z\| \leq \eta \implies f(b) - \langle b_1, b_2 \rangle \geq \eta(\|b_2\| - K),$$

and (22.6) now follows since, from (22.1), $\langle b_1, b_2 \rangle = q(b)$. \hfill \Box

Theorem 22.8(a) will be used explicitly in the “six set theorem” for maximally monotone multifunctions, Theorem 27.1, and Theorem 22.8(b) will be used explicitly in the proof in Theorem 25.1 that maximally monotone multifunctions with bounded range have full domain.

Theorem 22.8. Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, $f \geq q$ and $f^\alpha \geq q$ on $B$. Then:

(a) $\text{int } \pi_1 \text{pos } f^\alpha = \text{int } \pi_1 \text{dom } f^\alpha = \text{int } \text{dom } f \}$

$= \text{sur } \pi_1 \text{pos } f^\alpha = \text{sur } \pi_1 \text{dom } f^\alpha = \text{sur } \text{dom } f \}$.

Consequently, $\text{int } \pi_1 \text{pos } f^\alpha$ is convex and $\text{sur } \pi_1 \text{pos } f^\alpha$ is open.

(b) Suppose now that, for all $x \in E$, there exists $K \geq 0$ such that

$$b \in B \implies f(b) + K(\|x\| + \|b_1\|) - \langle x, b_2 \rangle \geq 0.$$

Then $\pi_1 \text{pos } f^\alpha = E$. 
Proof. (a) From Theorem 22.5, \( \pi_1 \text{pos} f^\circ \subset \pi_1 \text{dom} f^\circ = \text{dom} f^\perp \), hence \( \text{int} \pi_1 \text{pos} f^\circ \subset \text{int} \pi_1 \text{dom} f^\circ = \text{int} \text{dom} f^\perp \) and \( \pi_1 \text{pos} f^\circ \subset \pi_1 \text{dom} f^\circ = \text{sur} \text{dom} f^\perp \). Since \( (\ldots) \subset \text{sur} (\ldots) \), it remains to prove that \( \text{sur} \text{dom} f^\perp \subset \text{int} \pi_1 \text{pos} f^\circ \). So suppose that \( z \in \text{sur} \text{dom} f^\perp \), and choose \( K \) and \( \eta \) as in Lemma 22.7. Let \( \| x - z \| < \eta \). We shall prove that

\[
b \in B \implies f(b) + K\| b_1 - x \| - \langle x, b_2 \rangle \geq 0.
\]

This is immediate from (22.5) if \( \| b_2 \| \geq K \). If, on the other hand, \( \| b_2 \| < K \) then, since \( f(b) \geq g(b) = \langle b_1, b_2 \rangle \),

\[
f(b) + K\| b_1 - x \| - \langle x, b_2 \rangle \geq K\| b_1 - x \| + \langle b_1 - x, b_2 \rangle \geq 0,
\]

which completes the proof of (22.7). From Lemma 22.1 with \( y = x \) and \( M = 0 \), there exists \( a \in (\pi_1)^{-1} x \) such that \( f^\circ(a) = \langle x, a_2 \rangle \), that is to say \( f^\circ(a) - q(a) \leq 0 \). But then \( a \in \text{pos} f^\circ \), and so \( x \in \pi_1 \text{pos} f^\circ \). Since this holds whenever \( \| x - z \| < \eta \), this establishes that \( z \in \text{int} \text{pos} f^\circ \), and completes the proof of (a).

(b) Let \( x \) be an arbitrary element of \( E \) and \( M := K(\| x \| \vee 1) \). Then

\[
b \in B \implies M(1 + \| b_1 \|) \geq K(\| x \| + \| b_1 \|) \geq \langle x, b_2 \rangle - f(b).
\]

Consequently, \( f^\perp(x) \leq M \), from which \( x \in \text{dom} f^\perp \). Since this holds for all \( x \in E \), \( \text{dom} f^\perp = E \) and so, from (a), \( \pi_1 \text{pos} f^\circ = E \). This completes the proof of (b). \( \square \)

The final result in this section will be used in our treatment of the sum theorem for maximally monotone operators in Theorem 24.1. We follow the notation of Notation 16.1. That is to say, we norm \( B \) by \( \|(b_1, b_2)\| = \sqrt{\|b_1\|^2 + \|b_2\|^2} \). Then the dual of \( B \) is \( B^* = E^{**} \times E^* \) under the pairing

\[
\langle b, v \rangle := \langle b_1, v_2 \rangle + \langle b_2, v_1 \rangle \quad (b = (b_1, b_2) \in B, \ v = (v_1, v_2) \in B^*).
\]

Though \( B \) is a SSD space and \( q(x, x^*) = \langle x, x^* \rangle \), \( \mathcal{S}_{\| \cdot \|}(B) \) is not a compatible topology unless \( E \) is reflexive. We note then that if \( f \in \mathcal{PC}(B) \) then, for all \( b = (b_1, b_2) \in B \),

\[
f^\circ(b) = \sup_{d \in B} \left[ \langle d, b \rangle - f(d) \right] = \sup_{d \in B} \left[ \langle d, (\widehat{b_1}, b_2) \rangle - f(d) \right] = f^*(\widehat{b_1}, b_2).
\]

We recall that \( BC\text{-functions} \) were defined in Definition 19.11, and the binary operator \( \oplus_2 \) was defined in Definition 16.3. Part of Lemma 22.9 can also be deduced from [66, Corollary 3.7].

**Lemma 22.9.** Let \( E \) be a nonzero Banach space, \( B := E \times E^* \), \( f, g \in \mathcal{PCLS}(B) \) be \( BC\text{-functions} \) and

\[
\bigcup_{\lambda > 0} \lambda[\pi_1 \text{dom} f - \pi_1 \text{dom} g] \text{ be a closed subspace of } E.
\]

Then \( f \oplus_2 g \) is a \( BC\text{-function} \). Furthermore, \( b \in \text{pos} (f \oplus_2 g)^\circ = \text{pos} (f \oplus_2 g) \) if, and only if, there exist \( a \in \text{pos} f^\circ = \text{pos} f \) and \( c \in \text{pos} g^\circ = \text{pos} g \) such that \( a_1 = c_1 = b_1 \) and \( a_2 + c_2 = b_2 \).
Proof. Let $h := f \oplus_2 g$. For all $b = (b_1, b_2) \in B$, we have

$$h(b) = \inf \{ f(a) + g(c) : a, c \in B, a_1 = c_1 = b_1, a_2 + c_2 = b_2 \}. \quad (22.9)$$

Since $f \geq q$ and $g \geq q$ on $B$, (22.9) implies that, for all $b \in B$,

$$h(b) \geq \inf \{ q(a) + q(c) : a, c \in B, a_1 = c_1 = b_1, a_2 + c_2 = b_2 \} = q(b).$$

From Theorem 16.4(a), (22.8) and the fact that $f@ \geq f$ and $g@ \geq g$ on $B$,

$$h@ (b) = h^* (\hat{b}_1, b_2) = \inf \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 = w_1 = \hat{b}_1, u_2 + w_2 = v_2 \}$$

$$= \min \{ f^@ (a) + g^@ (c) : a, c \in B, a_1 = c_1 = b_1, a_2 + c_2 = b_2 \} \quad (22.10)$$

$$\geq \inf \{ f(a) + g(c) : a, c \in B, a_1 = c_1 = b_1, a_2 + c_2 = b_2 \} = h(b).$$

Thus $h$ is a BC–function, and the result follows from (22.10) and Lemma 19.12. \qed

Remark 22.10. Theorem 16.4(a) actually implies that (22.10) can be improved to: for all $v = (v_1, v_2) \in B^* = E^{**} \times E^*$,

$$(f \oplus_2 g)^* (v) = \min \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 = w_1 = v_1, u_2 + w_2 = v_2 \}.$$  

Remark 22.11. Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f, g \in PCLSC(B)$ be BC–functions and

$$\bigcup_{\lambda > 0} \lambda [\pi_2 \text{dom } f - \pi_2 \text{dom } g]$$

be a closed subspace of $E^*$. Then, arguing as in Lemma 22.9, $f \oplus_1 g \geq q$ on $B$ and, using Theorem 16.4(b), for all $v = (v_1, v_2) \in B^* = E^{**} \times E^*$,

$$(f \oplus_1 g)^* (v) = \min \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 + w_1 = v_1, u_2 = w_2 = v_2 \}.$$  

However, we have the following problem:

Problem 22.12. Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f, g \in PCLSC(B)$ be BC–functions and

$$\bigcup_{\lambda > 0} \lambda [\pi_2 \text{dom } f - \pi_2 \text{dom } g]$$

be a closed subspace of $E^*$. Then is $f \oplus_1 g$ a BC–function? (From Remark 22.11, for all $b \in B$,

$$(f \oplus_1 g)^@ (b) = \min \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 + w_1 = \hat{b}_1, u_2 = w_2 = v_2 \}.$$  

The obstruction is that it is possible that $u_1, w_1 \in E^{**} \setminus \hat{E}.$)
23 Fitzpatrick functions and fitzpatrifications

We continue with the situation of Section 22 and Example 19.2(a). We first discuss how some results from Sections 19 and 20 translate into our present situation.

Lemma 23.1 appears in Burachik–Svaiter, [32, Theorem 3.1, pp. 2381–2382] and Penot, [65, Proposition 4(h)→(a), pp. 860–861]. See also Fitzpatrick, [41, Section 2]. Monotone multifunctions $S$ of the special form described in Lemma 23.1 have been investigated thoroughly in Martínez-Legaz–Svaiter, [60], and subsequently in [107]. We also refer the reader to [60] and [107] for more results in the finite–dimensional case.

**Lemma 23.1.** Let $E$ be a nonzero Banach space, $f : E \times E^* \to ]-\infty, \infty]$ be proper and convex and, for all $(x, x^*) \in E \times E^*$, $f(x, x^*) \geq \langle x, x^* \rangle$. Let

$$\text{pos } f = \{(x, x^*) \in E \times E^*: f(x, x^*) = \langle x, x^* \rangle\} \neq \emptyset.$$  

Then the multifunction defined by $G(S) := \text{pos } f$ is monotone.

**Proof.** This is immediate from Lemma 19.8. □

As in Definition 19.11, and using (22.1), we say that $f : E \times E^* \to ]-\infty, \infty]$ is a $BC$–function if $f$ is proper and convex and

$$(x, x^*) \in E \times E^* \implies f^@ (x, x^*) \geq f(x, x^*) \geq \langle x, x^* \rangle.$$  

(23.1)

There are extensive discussions in [32] and Penot–Zălinescu, [66], of lower semicontinuous convex functions $f : E \times E^* \to ]-\infty, \infty]$ such that

$$(x, x^*) \in E \times E^* \implies f(x, x^*) \geq \langle x, x^* \rangle$$ and $f^@ (x, x^*) \geq \langle x, x^* \rangle$.

Clearly, any lower semicontinuous BC–function has this property. As examples of the additional benefits of this BC–function assumption, it follows from Lemma 19.12 that if $E$ is a nonzero Banach space and $f : E \times E^* \to ]-\infty, \infty]$ is a BC–function then $\text{pos } f = \text{pos } f^@$ and, from Theorem 21.4, that $f$ is maximally monotone. Other examples have appeared in Theorem 21.12 and Lemma 22.9. We will see more examples in Theorem 30.1, Theorem 30.6, Lemma 34.2, and Theorem 34.3. See also Simons–Zălinescu, [108, Theorem 1.4(a), p. 4] or Penot–Zălinescu, [66, Proposition 2.1].

As in Definition 20.2, we say that $f : E \times E^* \to ]-\infty, \infty]$ is a $SBC$–function if $f$ is proper and convex, for all $(x, x^*) \in E \times E^*$, $f(x, x^*) \geq \langle x, x^* \rangle$ and

$$f(x, x^*) = \sup_{(y, y^*) \in \text{pos } f} \left[ \langle x, y^* \rangle + \langle y, x^* \rangle - \langle y, y^* \rangle \right].$$

A SBC–function is automatically a lower semicontinuous BC–function. Example 19.20 (with $E = \mathbb{R}$) provides an example of a BC–function that is not a SBC–function.
Let $S: E \rightrightarrows E^*$ be nontrivial. As observed in Remark 17.1, $S$ is monotone exactly when $G(S)$ is $q$–positive. It follows that

$$S \text{ is maximally monotone } \iff G(S) \text{ is maximally } q\text{–positive}. \quad (23.2)$$

**Definition 23.2.** Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. We define the Fitzpatrick function $\varphi_S: E \times E^* \to [\varphi_S] = \sup_{s \in dom \varphi_S} \{ \langle s, x \rangle + \langle x, s \rangle \}$. (The function $\varphi_S$ was introduced by Fitzpatrick in [41, Definition 3.1, p. 61] under the notation $L_S$. $\varphi_S$ has been computed in a number of important cases by Bauschke, McLaren and Sendov in [12].) It is clear from (22.1) that $\varphi_S = \overline{\varphi_{G(S)}}$, a fact which we will use without justification from now on. (19.5), (19.7), (19.8) and (19.10) translate to:

$$s \in G(S) \implies \varphi_S(s) = \langle s_1, s_2 \rangle, \quad (23.4)$$

$$b \in E \times E^* \implies \varphi_S^\@ (b) \geq \varphi_S(b) \lor \langle b_1, b_2 \rangle, \quad (23.5)$$

$$G(S) \subset \text{pos } \varphi_S^\@ \text{ and } G(S) \subset \text{co } G(S) \subset \text{dom } \varphi_S^\@ \subset \text{dom } \varphi_S. \quad (23.6)$$

(See [41, Theorem 3.4, p. 61 and Proposition 4.2, p. 63]). (19.9) gives us that $\varphi_S^\@ \in PC(E \times E^*)$ and $\varphi_S^{\@\@} = \varphi_S$. (23.7)

In fact, [107, Theorem 6.5(a), p. 309] implies that $\text{pos } \varphi_S^\@$ is the graph of the largest monotone multifunction $T: E \rightrightarrows E^*$ such that $\varphi_T = \varphi_S$ on $E \times E^*$.

**Definition 23.3.** Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. We define the multifunction $S_\varphi: E \rightrightarrows E^*$ by $G(S_\varphi) = \text{dom } \varphi_S$. This was introduced in [105] under the name of the *fitpatrification* of $S$. In general, $S_\varphi$ is not monotone but it does, of course, have a convex graph. We note then that

$$D(S_\varphi) = \pi_1 \text{dom } \varphi_S \text{ and } R(S_\varphi) = \pi_2 \text{dom } \varphi_S. \quad (23.8)$$

The elementary results contained in Lemma 23.4 will be used explicitly in Theorem 27.1, Theorem 27.3, Theorem 27.5, Theorem 27.6, Lemma 28.1, Theorem 28.6, Theorem 32.2, Corollary 32.3, Theorem 33.1, Theorem 33.2, Corollary 34.4, Theorem 37.1 and Theorem 39.1.
Lemma 23.4. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. Then

$$G(S) \subset \text{co } G(S) \subset \text{dom } \varphi_{S^@} \subset \text{dom } \varphi_S = G(\varphi),$$

$$D(S) \subset \text{co } D(S) \subset \pi_1(\text{dom } \varphi_{S^@}) \subset D(\varphi)$$

and

$$R(S) \subset \text{co } R(S) \subset \pi_2(\text{dom } \varphi_{S^@}) \subset R(\varphi).$$

Proof. The first observation is immediate from (23.6) and the definition of $S\varphi$, and the second and third follow from the first. □

Definition 23.5. The duality map $J: E \rightrightarrows E^*$ is defined by:

$$x^* \in Jx \iff \frac{1}{2}\|x\|^2 + \frac{1}{2}\|x^*\|^2 = \langle x, x^* \rangle.$$ 

Since $J = \partial(\frac{1}{2}\| \cdot \|^2)$, Theorem 18.7 tells us that $J$ is maximally monotone. Now let $(x, x^*) \in E \times E^*$ and $(s, s^*) \in G(J)$. Then

$$\langle s, x^* \rangle + \langle x, s^* \rangle - \langle s, s^* \rangle \leq \|s\|\|x^*\| + \|x\|\|s^*\| - \frac{1}{2}\|s\|^2 - \frac{1}{2}\|s^*\|^2$$

$$\leq \frac{1}{2}\|x\|^2 + \frac{1}{2}\|x^*\|^2.$$ 

Thus, from (23.3), $\varphi_J(x, x^*) \leq \frac{1}{2}\|x\|^2 + \frac{1}{2}\|x^*\|^2$ and so

$$G(J_\varphi) = \text{dom } \varphi_J = E \times E^*. \quad (23.9)$$

So, even if $S$ is maximally monotone, $G(S_\varphi)$ can be much larger than $G(S)$. It is clear from (20.1) that if $S$ is nontrivial and monotone then $S$ is maximally monotone if, and only if

$$b \in E \times E^* \text{ and } \varphi_S(b) \leq q(b) \implies b \in G(S). \quad (23.10)$$

Furthermore, if $\varphi_S \geq q$ on $E \times E^*$ then $S$ has a unique maximally monotone extension. See Martínez-Legaz–Svaiter, [60, Lemma 38, p. 43–44]. Three descriptions of this extension can be found in [60, Proposition 36 and Lemma 37, pp. 42–43]. See also [107, Lemma 10.2, p. 313 and Theorem 10.5(c), p. 314].

We now consider how some of the above results can be strengthened for maximally monotone multifunctions. If $S$ is maximally monotone then (20.2) and (20.4) imply that (23.4), (23.5) and part of (23.6) can be strengthened to

$$\varphi_S \text{ is a SBC–function and } \text{pos } \varphi_S^@ = \text{pos } \varphi_S = G(S) \quad (23.11)$$

(see Definition 20.2). (See [41, Corollary 3.9, p. 62].) Example 19.20 provides an example of a BC–function that is not the Fitzpatrick function of any maximally monotone multifunction.
Our next result is part of the folklore of the theory of maximal monotonicity. We recall that $T_{\mathcal{N}\mathcal{W}}(E \times E^*)$ was defined in Example 19.2(a) to be the topology $T_{\| \cdot \|}(E) \times w(E^*, E)$ on $E \times E^*$.

**Lemma 23.6** Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be maximally monotone, $\{s_\gamma\}$ be a bounded net of elements of $G(S)$, $b \in E \times E^*$ and $s_\gamma \to b$ in $T_{\mathcal{N}\mathcal{W}}(E \times E^*)$. Then $b \in G(S)$.

**Proof.** (23.11) implies that, for all $\gamma$, $\varphi_S(s_\gamma) = q(s_\gamma)$. It is easily seen that $\varphi_S$ is $T_{\mathcal{N}\mathcal{W}}(E \times E^*)$–lower semicontinuous and $q(s_\gamma) \to q(b)$. Thus, passing to the limit, $\varphi_S(b) \leq q(b)$. The result follows from (23.10). \hfill $\square$

The following result can be deduced from Theorem 20.3: Let $E$ be a nonzero Banach space. Then the mapping $S \mapsto \varphi_S$ is a bijection from the maximally monotone multifunctions $E \rightrightarrows E^*$ onto the SBC–functions on $E \times E^*$. The inverse mapping is pos $(\cdot)$, via the identification of Lemma 23.1. See also Fitzpatrick, [41, Theorem 3.8, p. 62] and Martínez-Legaz–Théra, [62, Theorem 2].

In fact, $\varphi_S$ can be defined as in (23.3) for any nontrivial $S$: $E \rightrightarrows E^*$. It is then easy to see that $S$ is monotone $\iff \varphi_S \leq q$ on $G(S)$. This and many subtler criteria for monotonicity in terms of Fitzpatrick functions can be found in Penot, [65, Proposition 4, p. 860–861] and Martínez-Legaz–Svaiter, [60, Proposition 2, p. 25].

**Notation 23.7.** Let $E$ and $F$ be nonzero Banach spaces, $L$: $F \to E$ be continuous and linear, and $S$: $E \rightrightarrows E^*$ be monotone. We define $L^*SL$: $F \rightrightarrows F^*$ by $(L^*SL)\sigma := L^*(S(L\sigma))$.

Our next result will be used in our work on the interaction between maximal monotonicity, continuous linear maps and closed subspaces in Theorem 28.9.

**Lemma 23.8.** Let $E$ and $F$ be nonzero Banach spaces, $L$: $F \to E$ be continuous and linear, and $S$: $E \rightrightarrows E^*$ be monotone. Let $\Sigma := L^*SL$: $F \rightrightarrows F^*$. Then $\Sigma$ is monotone. Now suppose that $\xi \in F$, $x^* \in E^*$ and $D(S) \subset L(F)$. Then

$$\varphi_\Sigma(\xi, L^*x^*) = \varphi_S(L\xi, x^*). \quad (23.12)$$

**Proof.** If $(\xi, \xi^*)$, $(\eta, \eta^*) \in G(\Sigma)$ then we can choose $x^* \in S(L\xi)$ and $y^* \in S(L\eta)$ such that $\xi^* = L^*x^*$ and $\eta^* = L^*y^*$. Then the inequality

$$\langle \xi - \eta, \xi^* - \eta^* \rangle = \langle \xi - \eta, L^*x^* - L^*y^* \rangle = \langle L\xi - L\eta, x^* - y^* \rangle \geq 0$$

establishes the monotonicity of $\Sigma$.

Now let $\xi \in F$ and $x^* \in E^*$. If $(\sigma, \sigma^*) \in G(\Sigma)$ then there exists $s^* \in S(L\sigma)$ such that $\sigma^* = L^*s^*$, which implies that $\langle \xi, \sigma^* \rangle = \langle L\xi, s^* \rangle$ and $\langle \sigma, \sigma^* \rangle = \langle L\sigma, s^* \rangle$. Thus, using the fact that $(L\sigma, s^*) \in G(S)$,

$$\langle \xi, \sigma^* \rangle + \langle \sigma, L^*x^* \rangle - \langle \sigma, \sigma^* \rangle = \langle L\xi, s^* \rangle + \langle L\sigma, x^* \rangle - \langle L\sigma, s^* \rangle \leq \varphi_S(L\xi, x^*),$$
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and the inequality “$\leq$” in (23.12) follows by taking the supremum over $(\sigma, \sigma^*) \in G(\Sigma)$.

Now suppose, in addition, that $D(S) \subset L(F)$. If $(s, s^*) \in G(S)$ then $s \in D(S)$, and so there exists $\sigma \in F$ such that $s = L\sigma$, which implies that $(s, x^*) = \langle \sigma, L^*x^* \rangle$ and $(s, s^*) = \langle \sigma, L^*s^* \rangle$. Thus, using the fact that $(\sigma, L^*s^*) \in G(\Sigma)$,

$$\langle L\xi, s^* \rangle + \langle s, x^* \rangle - \langle s, s^* \rangle = \langle \xi, L^*s^* \rangle + \langle \sigma, L^*x^* \rangle - \langle \sigma, L^*s^* \rangle \leq \varphi_S(\xi, L^*x^*),$$

and the inequality “$\geq$” in (23.12) follows by taking the supremum over $(s, s^*) \in G(S)$. This completes the proof of the lemma. \hfill \Box

The final result in this section is in preparation for our discussion of the sum problem in Theorem 24.1 and the Brezis–Haraux condition in Theorem 31.4. We recall that the binary operation $\oplus$ was defined in Definition 16.3.

**Lemma 23.9.** Let $E$ be a nonzero Banach space, $S, T$: $E \rightrightarrows E^*$ be monotone and $D(S) \cap D(T) \neq \emptyset$. Then

(a) $\varphi_S \oplus_2 \varphi_T \geq \varphi_{S+T}$ on $E \times E^*$.

(b) $R(S_{\varphi} + T_{\varphi}) \subset R((S + T)_{\varphi})$.

**Proof.** (a) Let $(x, x^*) \in E \times E^*$, $u^*, v^* \in E^*$ and $u^* + v^* = x^*$. Let $(y, y^*)$ be an arbitrary element of $G(S + T)$. Then there exist $s^* \in Sy$ and $t^* \in Ty$ such that $s^* + t^* = y^*$. Thus we have

$$\varphi_S(x, u^*) + \varphi_T(x, v^*)$$

$$\geq \left[\langle x, s^* \rangle + \langle y, u^* \rangle - \langle y, s^* \rangle\right] + \left[\langle x, t^* \rangle + \langle y, v^* \rangle - \langle y, t^* \rangle\right]$$

$$= \langle x, s^* + t^* \rangle + \langle y, u^* + v^* \rangle - \langle y, s^* + t^* \rangle$$

$$= \langle x, y^* \rangle + \langle y, x^* \rangle - \langle y, y^* \rangle.$$

Taking the infimum over $u^*, v^*$ and the supremum over $(y, y^*)$ now gives us that $(\varphi_S \oplus_2 \varphi_T)(x, x^*) \geq \varphi_{S+T}(x, x^*)$. This completes the proof of (a).

(b) Let $x^*$ be an arbitrary element of $R(S_{\varphi} + T_{\varphi})$. Then there exist $x \in E$, $p^* \in S_{\varphi}(x)$ and $q^* \in T_{\varphi}(x)$ such that $p^* + q^* = x^*$. Consequently, $\varphi_S(x, p^*) < \infty$ and $\varphi_T(x, q^*) < \infty$. But then, using (a),

$$\varphi_{S+T}(x, x^*) \leq (\varphi_S \oplus_2 \varphi_T)(x, x^*) \leq \varphi_S(x, p^*) + \varphi_T(x, q^*) < \infty,$$

and so $x^* \in (S + T)_{\varphi}x \subset R((S + T)_{\varphi})$. This completes the proof of (b). \hfill \Box

**24 The maximal monotonicity of a sum**

Let $C$ and $D$ be two closed disks in the plane that touch at the point $p$, as in the diagram below.
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Then $N_C$ and $N_D$ (see (17.2)) are maximally monotone. By (17.1),

$$(N_C + N_D)(p) = N_C(p) + N_D(p),$$

which can be represented by the diagram

which is a proper subset of $\mathbb{R}^2$. Thus $G(N_C + N_D)$ is a proper subset of

$$G(N_{\{p\}}) = \{p\} \times \mathbb{R}^2,$$

and so $N_C + N_D$ is not maximally monotone. (See Phelps, [67, p. 54].) If $S$: $E \Rightarrow E^*$ and $T$: $E \Rightarrow E^*$ are nontrivial and monotone and $D(S) \cap D(T) \neq \emptyset$ then $S + T$ is obviously nontrivial and monotone. The above example shows that if $S$ and $T$ are maximally monotone and $D(S) \cap D(T) \neq \emptyset$ then $S + T$ is not necessarily maximally monotone. Determining conditions on $S$ and $T$ (normally called “constraint qualifications”) that ensure that $S + T$ is maximally monotone is one of the fundamental questions in the theory of monotone multifunctions. The original milestone result due to Rockafellar (see [79, Theorem 1, p. 76]) was that if $E$ is reflexive, $S, T$ are maximally monotone and

$$D(S) \cap \text{int} D(T) \neq \emptyset$$

(24.1)

then $S + T$ is maximally monotone. We will give generalizations of this result in Theorem 24.1(a), Theorem 32.2 and Corollary 32.3. If $E$ is nonreflexive the situation is very tantalizing — it is still unknown whether (24.1) suffices to ensure the maximal monotonicity of $S + T$. We will deal with this case in greater detail in Chapter VII. Theorem 24.1(b), which is based on an observation of Jonathan Borwein, will be the first step in our discussion of this case.
Theorem 24.1. Let $E$ be a nonzero Banach space, $S, T$: $E \rightrightarrows E^*$ be maximally monotone and $\bigcup_{\lambda > 0} \lambda [D(S_\varphi) - D(T_\varphi)]$ be a closed subspace of $E$.

(a) If $E$ is reflexive then $S + T$ is maximally monotone.

(b) Even if $E$ is not reflexive, if $\varphi_{S+T} \geq q$ on $E \times E^*$ then $S + T$ is maximally monotone.

(c) Even if $E$ is not reflexive, if $b \in E \times E^*$ and $\varphi_{S+T}(b) \leq q(b)$ then $S + T$ is maximally monotone.

Proof. We know from (23.11) that $\varphi_S$ and $\varphi_T$ are BC–functions,

$$
\text{pos} \varphi_S^@ = \text{pos} \varphi_S = G(S) \quad \text{and} \quad \text{pos} \varphi_T^@ = \text{pos} \varphi_T = G(T).
$$

(23.8) implies that $D(S_\varphi) = \pi_1 \text{dom} \varphi_S$ and $D(T_\varphi) = \pi_1 \text{dom} \varphi_T$, and so Lemma 22.9 gives us that $\varphi_S \oplus_2 \varphi_T$ is a BC–function, and

$$
b \in \text{pos} (\varphi_S \oplus_2 \varphi_T)^@ = \text{pos} (\varphi_S \oplus_2 \varphi_T)
$$

if, and only if, there exist $a \in G(S)$ and $c \in G(T)$ such that $a_1 = c_1 = b_1$ and $a_2 + c_2 = b_2$. In other words,

$$
\text{pos} (\varphi_S \oplus_2 \varphi_T)^@ = G(S + T) = \text{pos} (\varphi_S \oplus_2 \varphi_T).
$$

(a) If $E$ is reflexive, then Theorem 21.4(b), with $f := \varphi_S \oplus_2 \varphi_T$ implies that $G(S + T)$ is a maximally monotone subset of $E \times E^*$, and so the multifunction $S + T$ is maximally monotone.

(b) Even if $E$ is not reflexive, (23.5) and the assumption that $\varphi_{S+T} \geq q$ on $E \times E^*$ imply that $D(S) \cap D(T) \neq \emptyset$ and $\varphi_{S+T}$ is a BC–function. From Lemma 23.9(a), $\varphi_S \oplus_2 \varphi_T \geq \varphi_{S+T}$ on $E \times E^*$. Thus we have the string of inequalities

$$
\varphi_{S+T} \geq (\varphi_S \oplus_2 \varphi_T)^@ \geq \varphi_S \oplus_2 \varphi_T \geq \varphi_{S+T} \geq q \quad \text{on} \quad E \times E^*.
$$

It is clear from this and (23.3) that

$$
\text{pos} \varphi_{S+T} \subseteq \text{pos} (\varphi_S \oplus_2 \varphi_T)^@ = G(S + T) = \text{pos} (\varphi_S \oplus_2 \varphi_T) \subseteq \text{pos} \varphi_{S+T}.
$$

However, Lemma 19.12 implies that $\text{pos} \varphi_S^@ = \text{pos} \varphi_S$, and so it follows that

$$
\text{pos} \varphi_{S+T} = G(S + T).
$$

If $b \in E \times E^*$ and $\varphi_{S+T}(b) \leq q(b)$, then the assumption that $\varphi_{S+T} \geq q$ on $E \times E^*$ gives $b \in \text{pos} \varphi_{S+T}$ thus, from (24.4), $b \in G(S + T)$. (23.10) now implies that the multifunction $S + T$ is maximally monotone.

(c) Suppose that $b \in E \times E^*$ and $\varphi_{S+T}(b) \leq q(b)$. Then, by hypothesis, there exists $a \in G(S + T)$ such that $a_1 = b_1$. Consequently,

$$
\varphi_{S+T}(b) \geq \langle b_1, a_2 \rangle + \langle a_1, b_2 \rangle - \langle a_1, a_2 \rangle = \langle b_1, a_2 \rangle + \langle b_1, b_2 \rangle - \langle b_1, a_2 \rangle = q(b).
$$

Thus we have proved that $\varphi_{S+T} \geq q$ on $E \times E^*$, and the result follows from (b). □
III Multifunctions, SSD spaces, monotonicity and Fitzpatrick functions
IV Monotone multifunctions on general Banach spaces

25 Monotone multifunctions with bounded range

We now give a proof of the very useful result that if a maximally monotone multifunction has bounded range then it has full domain. Theorem 25.1 can also be established using the Debrunner–Flor extension theorem (which depends on Brouwer’s fixed–point theorem, see Phelps, [68, Lemma 1.7, p. 4] and the comments preceding), or the Farkas Lemma (see Fitzpatrick–Phelps, [43, Lemma 2.4, pp. 580–581]), or a minimax theorem (see [98, Lemma 11.1, p. 41]). There will be a generalization of Theorem 25.1 to a special class of maximally monotone multifunctions in Corollary 41.2.

Theorem 25.1. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and $R(S)$ be bounded. Then $D(S) = E$.

Proof. Choose $K \geq 0$ so that $s \in G(S) \implies \|s_2\| \leq K$. Then, for all $x \in E$ and $b \in E \times E^*$,

$$
\varphi_S(b) + K(\|x\| + \|b_1\|) \geq \varphi_S(b) + K\|b_1 - x\| \\
= \sup_{s \in G(S)} \left[ \langle s_1, b_2 \rangle + \langle b_1, s_2 \rangle - \langle s_1, s_2 \rangle + K\|b_1 - x\| \right] \\
\geq \sup_{s \in G(S)} \left[ \langle s_1, b_2 \rangle + \langle x, s_2 \rangle - \langle s_1, s_2 \rangle \right] \\
= \varphi_S(x, b_2) \geq \langle x, b_2 \rangle,
$$

where the last inequality follows from (23.11). A second application of (23.11) and Theorem 22.8(b) now imply that $\pi_1 \text{pos } \varphi_S = E$. The result now follows from a third application of (23.11). \qed

Remark 25.2. It was pointed out by H. Bauschke (personal communication) that the result “dual" to Theorem 25.1 fails. Suppose that $E$ is not reflexive. Let $C$ be the unit ball of $E$ and $S := N_C$ (see Section 17). From James’s theorem, Theorem 4.8, $R(S) \neq E^*$. On the other hand, $D(S) = C$ is bounded.
26 A general local boundedness theorem

Let \( S: E \rightrightarrows E^* \) be nontrivial and \( z \in E \). We say that \( S \) is \textit{locally bounded at} \( z \) if there exist \( \eta, K > 0 \) such that

\[
s \in G(S) \text{ and } \|s_1 - z\| < \eta \implies \|s_2\| \leq K.
\]

Borwein–Fitzpatrick proved the following result in [20]: Let \( S \) be nontrivial and monotone, and \( z \) be an absorbing point of \( D(S) \). Then \( S \) is locally bounded at \( z \). This result is clearly extended by Theorem 26.1:

**Theorem 26.1.** Let \( E \) be a nonzero Banach space, \( S: E \rightrightarrows E^* \) be nontrivial and monotone and \( z \in \text{sur } D(S_\varphi) \). Then \( S \) is locally bounded at \( z \).

**Proof.** Let \( f := \varphi_S^@ \). From (23.7), \( f \in PC(E \times E^*) \) and \( f^@ = \varphi_S \). From (23.8) and Theorem 22.5, \( z \in \text{sur } \pi_1 \text{dom } f^@ = \text{sur } \text{dom } f^@ \). Lemma 22.7 now gives \( K > 0 \) and \( \eta \in ]0,1[ \) such that

\[
b \in E \times E^*, \|b_1 - z\| \leq \eta \text{ and } f(b) \leq q(b) \implies \|b_2\| \leq K.
\]

(22.6)

Now if \( b \in G(S) \) then (23.6) gives \( f(b) = \varphi_S^@ (b) = q(b) \), and so the result follows from (22.6).

\( \square \)

**Remark 26.2.** Let \( S: \mathbb{R}^2 \rightrightarrows \mathbb{R}^2 \) be monotone and the four points \((\pm1, \pm1)\) lie in \( D(S) \). Then Theorem 26.1 implies that \( S \) is locally bounded at \( 0 \) (even if \( 0 \notin D(S) \)). We give this example in order to enable the reader to compare Theorem 26.1 with the result of Borwein–Fitzpatrick cited above.

27 The six set theorem and the nine set theorem

Define \( f: \mathbb{R}^2 \to ]-\infty, \infty] \) by

\[
f(x_1,x_2) := \begin{cases} 
|x_2| \lor (1 - \sqrt{1 - x_1^2}), & \text{if } |x_1| \lor |x_2| \leq 1; \\
\infty, & \text{otherwise}.
\end{cases}
\]

Despite the fact that \( \partial f \) is maximally monotone, \( D(\partial f) \) is not convex (exercise!).
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In this section, we investigate how close $D(S)$ is to being convex if $S$ is a maximally monotone multifunction on a (possibly nonreflexive) Banach space. In the main result of this section, the “six set theorem”, Theorem 27.1, we prove that the six sets $\text{int} D(S)$, $\text{int} (\text{co} D(S))$, $\text{int} D(S_\varphi)$, $\text{sur} D(S)$, $\text{sur} (\text{co} D(S))$ and $\text{sur} D(S_\varphi)$ coincide and, in its consequence, the “nine set theorem”, Theorem 27.3, we prove that, if $\text{sur} D(S_\varphi) \neq \emptyset$, then the nine sets $\overline{D(S)}$, $\overline{\text{co} D(S)}$, $\overline{D(S_\varphi)}$, $\text{int} D(S)$, $\text{int} (\text{co} D(S))$, $\text{int} D(S_\varphi)$, $\text{sur} D(S)$, $\text{sur} (\text{co} D(S))$ and $\overline{\text{sur} D(S_\varphi)}$ coincide. The six set theorem and the nine set theorem not only extend the results proved by Rockafellar in [77, Theorem 1, p. 398] (see also Phelps, [68, Theorem 1.9, p. 6]) that $D(S)$ is not far from being convex in the following sense: Let $S$ be maximally monotone and $\text{int} (\text{co} D(S)) \neq \emptyset$. Then $\text{int} D(S)$ is convex and $\overline{D(S)} = \text{int} D(S)$, so $\overline{D(S)}$ is also convex. Theorem 27.1 also answers in the affirmative a question raised by Phelps (see [67, p. 29] and [68, p. 8]), namely whether an absorbing point of $D(S)$ is necessarily an interior point.

(23.9) tells us that $G(S_\varphi)$ can be a much larger set than $G(S)$. It is this observation that makes Theorem 27.1, Theorem 27.3, Lemma 31.1, Theorem 31.2 and their consequences rather surprising.

**Theorem 27.1.** Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone. Then

$$\text{int} D(S) = \text{int} (\text{co} D(S)) = \text{int} D(S_\varphi)$$

$$= \text{sur} D(S) = \text{sur} (\text{co} D(S)) = \text{sur} D(S_\varphi).$$

Consequently, $\text{int} D(S)$ is convex and $\text{sur} D(S_\varphi)$ is open.

**Proof.** Lemma 23.4 implies that $\text{int} D(S) \subset \text{int} (\text{co} D(S)) \subset \text{int} D(S_\varphi)$ and $\text{sur} D(S) \subset \text{sur} (\text{co} D(S)) \subset \text{sur} D(S_\varphi)$. Obviously $\text{int} (\ldots) \subset \text{sur} (\ldots)$. Now let $f := \varphi_S^@$. From (23.7), $f \in \mathcal{PC}(E \times E^*)$ and $f^@ = \varphi_S$. Thus (23.8), (23.11), Theorem 22.8(a) and (23.11) give:

$$\text{sur} D(S_\varphi) = \text{sur} \pi_1 \text{dom} \varphi_S = \int \pi_1 \text{pos} \varphi_S = \int \pi_1 G(S) = \text{int} D(S).$$

This completes the proof of Theorem 27.1. □

**Remark 27.2.** Following on from the comments that we made in Remark 26.2, if $S$: $\mathbb{R}^2 \rightrightarrows \mathbb{R}^2$ is maximally monotone and the four points ($\pm 1$, $\pm 1$) are in $D(S)$ then Theorem 27.1 implies that $]-1, 1[ \times ]-1, 1[ \subset D(S)$ (even if we do not assume that $0 \in D(S)$).

**Theorem 27.3.** Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be maximally monotone and $\text{sur} D(S_\varphi) \neq \emptyset$. Then

$$D(S) = \overline{\text{co} D(S)} = D(S_\varphi)$$

$$= \text{int} D(S) = \text{int} (\text{co} D(S)) = \text{int} D(S_\varphi)$$

$$= \text{sur} D(S) = \text{sur} (\text{co} D(S)) = \text{sur} D(S_\varphi).$$
**Proof.** Lemma 23.4 implies that \( \overline{D(S)} \subset \text{co}D(S) \subset D(S_\varphi) \), and Theorem 27.1 implies that \( \text{int}D(S_\varphi) = \text{sur}D(S_\varphi) \neq \emptyset \) hence (see, for instance, Kelley–Namioka, [51, 13.1(i), pp. 110–111]), \( \overline{D(S_\varphi)} = \text{int}D(S_\varphi) \). Thus we have
\[
\text{int}D(S) \subset \overline{D(S)} \subset \text{co}D(S) \subset D(S_\varphi) = \text{int}D(S_\varphi),
\]
and the result now follows by combining this with Theorem 27.1. \( \Box \)

**Remark 27.4.** It was observed in Simons–Zălinescu, [108, Remark 5.6, pp. 13–14] that, in the notation of [98, Definition 15.1, p. 53], \( D(S_\varphi) = \text{dom} \chi_S \), so Theorem 27.1 and Theorem 27.3 are, in fact, identical with [98, Theorem 18.3 and Theorem 18.4, p. 67].

We now see what we can say about the first three sets in the statement of Theorem 27.3 without interiority conditions. Our result in this direction, Theorem 27.5, will be used explicitly in our analyses of maximally monotone multifunctions on a reflexive space in Theorem 31.2, and maximally monotone multifunctions of type (FPV) in Theorem 44.2.

**Theorem 27.5.** Let \( E \) be a nonzero Banach space, \( S: E \rightrightarrows E^* \) be monotone, and
\[
z \in E \setminus \overline{D(S)} \implies \sup_{s \in G(S)} \frac{\langle z - s_1, s_2 \rangle}{\|z - s_1\|} = \infty. \tag{27.1}
\]
Then:

(a) \( E \setminus \overline{D(S)} \subset E \setminus \overline{D(S_\varphi)} \).

(b) \( \overline{D(S)} = \text{co}D(S) = \overline{D(S_\varphi)} \).

**Proof.** (a) If this were false then there would exist \( b \in \text{dom} \varphi_S \) such that \( b_1 \not\in \overline{D(S)} \). Define \( f: G(S) \to \mathbb{R} \) by \( f(s) := \|b_1 - s_1\| \), so that \( \inf_{G(S)} f > 0 \). From Lemma 19.18, we would have
\[
\inf_{s \in G(S)} \frac{\langle b_1 - s_1, b_2 - s_2 \rangle}{\|b_1 - s_1\|} > -\infty. \tag{27.1}
\]
But this would contradict (27.1), since
\[
\frac{\langle b_1 - s_1, b_2 - s_2 \rangle}{\|b_1 - s_1\|} = \frac{\langle b_1 - s_1, b_2 \rangle}{\|b_1 - s_1\|} - \frac{\langle b_1 - s_1, s_2 \rangle}{\|b_1 - s_1\|} \leq \|b_2\| - \frac{\langle b_1 - s_1, s_2 \rangle}{\|b_1 - s_1\|}.
\]

(b) We derive from (a) that \( D(S_\varphi) \subset \overline{D(S)} \), from which \( \overline{D(S_\varphi)} \subset \overline{D(S)} \). The result now follows from Lemma 23.4. \( \Box \)

We conclude this section with a result companion to Theorem 27.5, only for ranges instead of domains. Our result in this direction, Theorem 27.6, will be used explicitly in our analyses of maximally monotone multifunctions of type (FP) in Theorem 43.1, and maximally monotone multifunctions with surjective approximate resolvent in 43.4.
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Theorem 27.6. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be monotone, and

$$z^* \in E^* \setminus \overline{R(S)} \implies \sup_{s \in G(S)} \frac{\langle s_1, z^* - s_2 \rangle}{\|z^* - s_2\|} = \infty. \quad (27.2)$$

Then:

(a) $E^* \setminus \overline{R(S)} \subset E^* \setminus R(S_\varphi)$.

(b) $\overline{R(S)} = \operatorname{co} \overline{R(S)} = \overline{R(S_\varphi)}$.

Proof. (a) If this were false then there would exist $b \in \text{dom} \varphi_S$ such that $b_2 \not\in \overline{R(S)}$. Define $f: G(S) \to \mathbb{R}$ by $f(s) := \|b_2 - s_2\|$, so that $\inf_{G(S)} f > 0$. From Lemma 19.18, we would have

$$\inf_{s \in G(S)} \frac{\langle b_1 - s_1, b_2 - s_2 \rangle}{\|b_2 - s_2\|} > -\infty.$$ 

But this would contradict (27.2), since

$$\frac{\langle b_1 - s_1, b_2 - s_2 \rangle}{\|b_2 - s_2\|} = \frac{\langle b_1, b_2 - s_2 \rangle - \langle s_1, b_2 - s_2 \rangle}{\|b_2 - s_2\|} \leq \|b_1\| - \frac{\langle s_1, b_2 - s_2 \rangle}{\|b_2 - s_2\|}.$$ 

(b) We derive from (a) that $R(S_\varphi) \subset \overline{R(S)}$, from which $\overline{R(S_\varphi)} \subset \overline{R(S)}$. The result now follows from Lemma 23.4. \qed

28 $D(S_\varphi)$ and various hulls

As a general matter of notation, we write “aff” for “affine hull” and “lin” for “linear hull”. If $F$ is a subspace of the nonzero Banach space $E$, we write

$$F^\perp := \{ y^* \in E^* : \langle F, y^* \rangle = \{0\} \}.$$

In our analysis of constraint qualifications for pairs of maximally monotone multifunctions in Theorem 32.2, we will need to examine the closed subspaces $\overline{\text{lin}}[D(S) - D(T)]$ and $\overline{\text{lin}}[D(S_\varphi) - D(T_\varphi)]$. In this connection, Lemma 28.1(c) below will be important:

Lemma 28.1. Let $E$ be a nonzero Banach space and $S,T: E \rightrightarrows E^*$ be maximally monotone. Then:

(a) $\text{aff}[D(S_\varphi) - D(T_\varphi)] = \text{aff}[D(S) - D(T)]$.

(b) $\text{lin}[D(S_\varphi) - D(T_\varphi)] = \text{lin}[D(S) - D(T)]$.

(c) $\bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] \subset \text{lin}[D(S) - D(T)]$. 
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Clearly, Lemma 20.4(b) now implies that \[ \lfloor \exists \mu \rfloor \] follows from this that \[ \{ s-t, c \} = \langle s_{1-t_1}, y^* \rangle = \langle x, y^* \rangle. \] Consequently, there exists \( \mu \in \mathbb{R} \) such that \[ |G(S), c| = \{ \mu + \langle x, y^* \rangle \} \] and \[ |G(T), c| = \{ \mu \}. \] Lemma 20.4(b) now implies that \[ |G(S), c| = \{ \mu + \langle x, y^* \rangle \} \] and \[ |G(T), c| = \{ \mu \}, \] that is to say \( \langle D(S_\varphi), y^* \rangle = \{ \mu + \langle x, y^* \rangle \} \) and \( \langle D(T_\varphi), y^* \rangle = \{ \mu \}. \) It follows from this that \( \langle D(S_\varphi) - D(T_\varphi) - x, y^* \rangle = \{ 0 \}. \) Since this holds for all \( y^* \in F^\perp, \) and \( F \) is a closed subspace of \( E, \) the separation theorem of Theorem 4.4 now implies that \( D(S_\varphi) - D(T_\varphi) - x \subset F. \) Thus we have proved that
\[ D(S_\varphi) - D(T_\varphi) \subset x + F = \text{aff}[D(S) - D(T)]. \]

(a) now follows from this and Lemma 23.4.

(b) has a similar proof to that of (a), only taking \( x = 0, \) and (c) is immediate from (b).

**Corollary 28.2.** Let \( E \) be a nonzero Banach space and \( S: E \rightrightarrows E^* \) be maximally monotone. Then
\[ \text{aff} D(S_\varphi) = \text{aff} D(S) \quad \text{and} \quad \text{lin} D(S_\varphi) = \text{lin} D(S). \]

**Proof.** Define \( T \) by \( G(T) := \{ 0 \} \times E^*. \) It follows easily from the separation theorem, Theorem 4.4, that \( T \) is maximally monotone and \( \text{dom} \varphi_T = G(T). \) Consequently, \( D(T_\varphi) = D(T) = \{ 0 \}, \) and the result is immediate from Lemma 28.1.

**Problem 28.3.** Corollary 28.2 suggests the following question: let \( E \) be a nonzero Banach space and \( S: E \rightrightarrows E^* \) be maximally monotone. Then is it necessarily true that
\[ D(S_\varphi) = \text{co} D(S)? \]

We have seen in Theorem 27.3, and we shall see in Theorem 28.6, Theorem 31.2 and Theorem 44.2 that the answer is in the affirmative if \( \text{sur} D(S_\varphi) \neq \emptyset, \) \( D(S) \) is closed and convex, \( E \) is reflexive or, more generally, \( S \) is “of type (FPV)”.

It is clear from the analysis in Section 44 that it could be a hard problem to find a counterexample.

In Theorem 28.6, we will describe the solution to Problem 28.3 when \( D(S) \) is closed and convex. Lemmas 28.4 and 28.5 will be used explicitly in Theorem 28.6, and in our proof of Voisei’s theorem, Theorem 51.1. In addition, Lemma 28.4 will be used explicitly in Theorem 52.1 and Theorem 52.2. Theorem 28.6 will be used explicitly in our proof of Voisei’s theorem and Theorem 52.2. We recall from (17.2) that if \( C \) is a closed convex subset of \( E \) then the normality multifunction \( N_C: E \rightrightarrows E^* \) is defined by
\[ (x, x^*) \in G(N_C) \iff x \in C \quad \text{and} \quad \langle x, x^* \rangle = \max_C x^*. \]
Lemma 28.4. Let $C$ be a nonempty closed convex subset of a Banach space $E$, $U$: $E \ni E^*$ be monotone and $D(U) \supset C$. Then

$$D((U + N_C)_\varphi) = \pi_1 \text{dom} \varphi_{U+N_C} = C.$$**

Proof. It is clear from Lemma 23.4 that $\pi_1 \text{dom} \varphi_{U+N_C} = D((U + N_C)_\varphi) \supset D(U + N_C) = D(U) \cap D(N_C) = D(U) \cap C = C$. Conversely, let $b \in \text{dom} \varphi_{U+N_C}$. We shall prove that

$$a \in G(N_C) \implies \langle b_1, a_2 \rangle \leq \langle a_1, a_2 \rangle.$$ (28.1)

It will then follow from Theorem 18.10 that $b_1 \in C$, which gives the required result. So let $a$ be an arbitrary element of $G(N_C)$. Since $a_1 \in C \subset D(U)$, we can fix $x^* \in Ua_1$. If $n \geq 1$ then $(a_1, na_2) \in G(N_C)$ and so $(a_1, x^* + na_2) \in G(U + N_C)$. Thus $\langle b_1, x^* + na_2 \rangle + \langle a_1, b_2 \rangle - \langle a_1, x^* + na_2 \rangle \leq \varphi_{U+N_C}(b)$, and so $n[\langle b_1, a_2 \rangle - (a_1, a_2)] \leq \varphi_{U+N_C}(b) - \langle b_1, x^* \rangle - \langle a_1, b_2 \rangle + \langle a_1, x^* \rangle < \infty$. Letting $n \to \infty$, we have established (28.1), which completes the proof of the Lemma. □

Lemma 28.5. Let $E$ be a nonzero Banach space, $S$: $E \ni E^*$ be maximally monotone and $D(S)$ be closed and convex. Then

$$S = S + N_{D(S)}.$$**

Proof. Since $G(S) \subset G(S + N_{D(S)})$ and $S + N_{D(S)}$ is monotone, this is immediate from the maximal monotonicity of $S$. □

Theorem 28.6. Let $E$ be a nonzero Banach space, $S$: $E \ni E^*$ be maximally monotone and $D(S)$ be closed and convex. Then

$$D(S) = \co D(S) = D(S_\varphi).$$**

Proof. Lemma 28.4 with $U := S$ and $C := D(S)$ and Lemma 28.5 give

$$D(S_\varphi) = D((S + N_{D(S)})_\varphi) = D(S).$$

The required result now follows from Lemma 23.4. □

We close this section by analyzing how maximal monotonicity interacts with continuous linear maps and closed subspaces. Lemma 28.8(a) below contains a result companion to Corollary 28.2, only without the assumption of maximality. We first make a preliminary definition.

Definition 28.7. Let $F$ be a subspace of a Banach space $E$, and $S$: $E \ni E^*$ be nontrivial and monotone. We say that $S$ is $F$-saturated if

$$x \in D(S) \implies Sx + F_{\perp} = Sx.$$**

By permuting quantifiers, this can also be written:

$$y^* \in F_{\perp} \implies G(S) + (0, y^*) \subset G(S).$$ (28.2)
Lemma 28.8. Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be nontrivial and monotone, $F$ be a subspace of $E$, $y \in E$, and $D(S) \subseteq F + y$.

(a) If $F$ is closed and $S$ is $F$-saturated then $D(S_\varphi) \subseteq F + y$.

(b) If $S$ is maximally monotone then $S$ is $F$-saturated.

**Proof.** (a) Let $y^*$ be an arbitrary element of $F^\perp$, and write $c := (0, y^*) \in E \times E^*$. Clearly, $q(c) = 0$. Furthermore,

$$\|G(S), c\| = \langle D(S), y^* \rangle \subseteq \langle F + y, y^* \rangle = \{\langle y, y^* \rangle\}$$

and

$$\|\dom \varphi_{G(S)}, c\| = \|\dom \varphi_S, c\| = \|G(S_\varphi), c\| = \langle D(S_\varphi), y^* \rangle.$$ 

From (28.2), $G(S) + \mathbb{R}c \subseteq G(S)$ and so Lemma 20.4(a) with $A := G(S)$ implies that $\langle D(S_\varphi), y^* \rangle = \{\langle y, y^* \rangle\}$, that is to say, $\langle D(S_\varphi) - y, y^* \rangle = \{0\}$. Since $F$ is closed, it follows from the separation theorem, Theorem 4.4, that $D(S_\varphi) - y \subseteq F$. This completes the proof of (a)

(b) Let $y^*$ be an arbitrary element of $F^\perp$, and write $c := (0, y^*) \in E \times E^*$. Clearly, $q(c) = 0$. If $a, b \in G(S)$ then $a_1, b_1 \in D(S)$, and so $\langle a - b, c \rangle = \langle a_1 - b_1, y^* \rangle = 0$. Consequently, there exists $\mu \in \mathbb{R}$ such that $\|G(S), c\| = \{\mu\}$. From Lemma 20.4(b) with $A := G(S), G(S) + \mathbb{R}c \subseteq G(S)$, (b) now follows from (28.2).

We recall that $L^*SL$ was defined in Notation 23.7.

**Theorem 28.9.** Let $E$ and $F$ be nonzero Banach spaces, $L$: $F \rightarrow E$ be continuous and linear with $L(F)$ closed and $L^*(E^*) = F^*$, and $S$: $E \rightrightarrows E^*$ be nontrivial and monotone with $D(S) \subseteq L(F)$. Then $S$ is maximally monotone $\iff$ $S$ is $L(F)$-saturated and $L^*SL$ is maximally monotone.

**Proof.** Let $\Sigma := L^*SL$, as in Lemma 23.8.

We first assume that $S$ is $L(F)$-saturated and $\Sigma$ is maximally monotone, and prove that $S$ is maximally monotone. Let

$$(x, x^*) \in E \times E^* \quad \text{and} \quad \varphi_S(x, x^*) \leq \langle x, x^* \rangle. \quad (28.3)$$

Then $x \in \pi_1 \dom \varphi_S = D(S_\varphi)$, and Lemma 28.8 (with $y := 0$) implies that $x \in L(F)$. Fix $\xi \in F$ such that $L\xi = x$. From Lemma 23.8,

$$\varphi_S(\xi, L^*x^*) = \varphi_S(L\xi, x^*) = \varphi_S(x, x^*) \leq \langle x, x^* \rangle = \langle L\xi, x^* \rangle = \langle \xi, L^*x^* \rangle,$$

and so (23.10) (applied to $\Sigma$) now implies that

$$(\xi, L^*x^*) \in G(\Sigma).$$

Consequently, there exists $s^* \in S(L\xi)$ such that $L^*s^* = L^*x^*$. Let $y^* := x^* - s^*$, so that $L^*y^* = 0$, from which $y^* \in L(F)^\perp$. But then

$$(x, x^*) = (L\xi, x^*) = (L\xi, s^*) + (0, y^*).$$
Now \((L\xi, s^*) \in G(S)\), so (28.2) implies that \((x, x^*) \in G(S)\). Since this holds for all \((x, x^*) \in E \times E^*\) satisfying (28.3), the maximal monotonicity of \(S\) is now clear from (23.10).

Suppose, conversely, that \(S\) is maximally monotone. Since it follows from Lemma 28.8(b) (with \(y := 0\)) that \(S\) is \(L(F)\)-saturated, it only remains to prove that \(\Sigma\) is maximally monotone. Let

\[
(\xi, \xi^*) \in F \times F^* \quad \text{and} \quad \varphi_\Sigma(\xi, \xi^*) \leq \langle \xi, \xi^* \rangle. \tag{28.4}
\]

Since \(L^*(E^*) = F^*\), there exists \(x^* \in E^*\) such that \(L^*x^* = \xi^*\). From Lemma 23.8,

\[
\varphi_S(L\xi, x^*) = \varphi_\Sigma(\xi, L^*x^*) = \varphi_\Sigma(\xi, \xi^*) \leq \langle \xi, \xi^* \rangle = \langle \xi, L^*x^* \rangle = \langle L\xi, x^* \rangle,
\]

and so (23.10) gives \((L\xi, x^*) \in G(S)\), from which

\[
(\xi, \xi^*) = (\xi, L^*x^*) \in G(\Sigma).
\]

Since this holds for all \((\xi, \xi^*) \in F \times F^*\) satisfying (28.4), the maximal monotonicity of \(\Sigma\) is now clear from (23.10).

\(\square\)

**Corollary 28.10.** Let \(F\) be a nonzero closed subspace of a Banach space \(E\), \(S: E \rightrightarrows E^*\) be nontrivial and monotone and \(D(S) \subset F\). Define \(T: F \rightrightarrows F^*\) by

\[
G(T) := \{(s_1, s_2|_F): s \in G(S)\}.
\]

Then \(S\) is maximally monotone \(\iff\) \(S\) is \(F\)-saturated and \(T\) is maximally monotone.

**Proof.** Let \(L\) be the inclusion map from \(F\) into \(E\). The extension form of the Hahn–Banach theorem, Corollary 2.2, gives us that \(L^*(E^*) = F^*\), and the result follows from Theorem 28.9. \(\square\)
IV Monotone multifunctions on general Banach spaces
V Monotone multifunctions on reflexive Banach spaces

29 Criteria for maximality, and Rockafellar’s surjectivity theorem

We now, turn our attention to the SSDB space considered in Remark 17.1 and Example 21.2(a). As in Section 22, let \( E \) be a nonzero Banach space and \( E^* \) be its topological dual space. The difference with Section 22 is that we now suppose that \( E \) is reflexive. Let \( B := E \times E^* \) normed by \( \| b \| := \sqrt{\| b_1 \|^2 + \| b_2 \|^2} \) \((b = (b_1, b_2) \in B)\). Then \( B \) is a SSDB space with \( [b, c] := \langle b_1, c_2 \rangle + \langle c_1, b_2 \rangle \) \((b = (b_1, b_2), c = (c_1, c_2) \in B)\) and \( q(b) = \langle b_1, b_2 \rangle \) \((b = (b_1, b_2) \in B)\) and \( g_0(b) := \frac{1}{2}(\| b_1 \|^2 + \| b_2 \|^2) \). Furthermore,
\[
\text{neg } g_0 = \{ b \in E \times E^*: \frac{1}{2}\| b_1 \|^2 + \frac{1}{2}\| b_2 \|^2 + \langle b_1, b_2 \rangle = 0 \}.
\]
If \( b \in \text{neg } g_0 \) then \( \frac{1}{2}\| b_1 \|^2 + \frac{1}{2}\| b_2 \|^2 - \| b_1 \| \| b_2 \| \leq 0 \), from which \( \| b_1 \| = \| b_2 \| \). Thus
\[
b \in \text{neg } g_0 \iff \langle b_1, b_2 \rangle = -\| b_1 \| \| b_2 \| = -\| b_1 \|^2. \quad (29.1)
\]

We now indicate how \( \text{neg } g_0 \) can be expressed in terms of more familiar concepts.

**Lemma 29.1.** \( \text{neg } g_0 = G(-J) \), where \(-J: E \rightrightarrows E^* \) is defined by: \((-J)x := -Jx\). (We recall that the multifunction \( J \) was defined in Definition 23.5.)

**Proof.** Exercise! \( \square \)

Now let \( S: E \rightrightarrows E^* \) be nontrivial. Then, as in Section 23, \( S \) is monotone exactly when \( G(S) \) is \( q \)-positive, and \( S \) is maximally monotone exactly when \( G(S) \) is maximally \( q \)-positive.

We now come to the main result of this section, Theorem 29.2. We will deduce from this in Theorem 29.5 one direction of Rockafellar’s “surjectivity theorem”. We point out Theorem 29.5 does not assume that \( E \) has been renormed to have any special properties.

**Theorem 29.2.** Let \( E \) be a nonzero reflexive Banach space and \( S: E \rightrightarrows E^* \) be nontrivial and monotone. Then \( S \) is maximally monotone \( \iff \) for all \( b \in E \times E^* \), there exists \( s \in G(S) \) such that
\[
\| b_1 - s_1 \|^2 + \| b_2 - s_2 \|^2 + 2q(b - s) = 0. \quad (29.2)
\]

**Proof.** This is a restatement of Theorem 21.7. \( \square \)
We next deduce from Theorem 29.2 the “negative alignment” criterion for maximality.

**Corollary 29.3.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. Then $S$ is maximally monotone $\iff$ for all $b \in E \times E^* \setminus G(S)$, there exists $s \in G(S)$ such that
\[
s_1 \neq b_1, \ s_2 \neq b_2 \quad \text{and} \quad q(b-s) = -\|b_1-s_1\|\|b_2-s_2\|.
\] (29.3)

**Proof.** ($\Rightarrow$) Let $b \in E \times E^* \setminus G(S)$. Choose $s \in G(S)$ as in (29.2). Then either $s_1 \neq b_1$ or $s_2 \neq b_2$ (or both!). It is clear from (29.3) that
\[
\|b_1-s_1\|^2 + \|b_2-s_2\|^2 - 2\|b_1-s_1\|\|b_2-s_2\| = 0,
\]
from which $\|b_1-s_1\| = \|b_2-s_2\|$. So, in fact $s_1 \neq b_1$ and $s_2 \neq b_2$. Using (29.2) again,
\[
0 = \|b_1-s_1\|^2 + \|b_2-s_2\|^2 + 2q(b-s) \\
\geq \|b_1-s_1\|^2 + \|b_2-s_2\|^2 - 2\|b_1-s_1\|\|b_2-s_2\| = 0,
\]
from which the rest of (29.3) now follows easily.

($\Leftarrow$) Since (29.3) implies that $q(b-s) < 0$, this is immediate from the definition of maximality. \qed

**Remark 29.4.** There is no hope of getting a result analogous to Corollary 29.3 if $E$ is not reflexive. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be defined by $S := 0$. $S$ is clearly maximally monotone. Let $x^*$ be an arbitrary nonzero element of $E^*$, and $b := (0, x^*) \in E \times E^*$. If (29.3) is true for this choice of $b$ then there would exist $s = (s_1,0) \in G(S)$ such that $s_1 \neq 0$ and $\langle s_1, x^* \rangle = \|s_1\|\|x^*\|$. Setting $x := s_1/\|s_1\|$, we would have $\|x\| = 1$ and $\langle x, x^* \rangle = \|x^*\|$. From James’s theorem, Theorem 4.8, $E$ is reflexive. It is these considerations that gave rise to the definition of maximally monotone multifunctions of “type (ANA)” in Definition 36.11.

Now, it was proved by Minty that if $E$ is a Hilbert space and $S: E \rightrightarrows E^*$ is monotone then $S$ is maximally monotone $\iff R(S+J) = E^*$. Rockafellar showed in [79, Proposition 1, p. 77] that Minty’s result can be extended to the case where $E$ is reflexive and $J$ and $J^{-1}$ are single–valued. Further, it was proved by Asplund that any reflexive Banach space can be renormed so that $J$ and $J^{-1}$ are single–valued. (Of course, renorming does not affect monotonicity or maximality). This renorming theorem is not easy. We shall show in Theorem 29.5 that the implication ($\Rightarrow$), known as “Rockafellar’s surjectivity theorem”, is true even without the renorming (and also without the implicit use of Brouwer’s fixed–point theorem). The proof given here is a simplification of that given in [108, Theorem 3.1(b), p. 8]. We will give a nontrivial generalization of Theorem 29.5 in Theorem 30.2.
Theorem 29.5. Let $E$ be a nonzero reflexive Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone. Then

$$R(S + J) = E^*.$$

Proof. Let $w^* \in E^*$. From Lemma 29.1 and Theorem 21.7,

$$(0, w^*) \in G(S) \cup G(-J).$$

Thus there exist $x \in E$, $x^* \in Sx$ and $y^* \in (-J)(-x)$ such that $x^* + y^* = w^*$. But then $y^* \in Jx$, hence

$$w^* = x^* + y^* \in Sx + Jx \subset R(S + J).$$

The proof of the exact value of $\min \{\|x\|: x \in E, \ (S + J)x \ni 0\}$ in terms of $\varphi_S$ given in Theorem 29.6 below is a simplification of that given in Simons–Zălinescu, [108, Theorem 3.1(b), p. 8]. There is, in fact, a continuum of formulae for this minimum. In particular, if $\|b\|_1 := \|b_1\| + \|b_2\|$ and $\|b\|_\infty := \|b_1\| \vee \|b_2\|$, then

$$\min \{\|x\|: x \in E, \ (S + J)x \ni 0\} = \frac{1}{\sqrt{2}} \sup_{b \in E \times E^*} \left[ \|b\|_1 - \sqrt{4 \varphi_S(b) + \|b\|_1^2} \right] \vee 0.$$

These formulae might be more convenient for computation. See [108, Section 7, pp. 18–21] for more details.

Theorem 29.6. Let $E$ be a nonzero reflexive Banach space, $S$: $E \rightrightarrows E^*$ be maximally monotone and

$$N := \sup_{b \in E \times E^*} \left[ \|b\| - \sqrt{2 \varphi_S(b) + \|b\|^2} \right] \vee 0.$$

Then

$$\min \{\|x\|: x \in E, \ (S + J)x \ni 0\} = \frac{1}{\sqrt{2}} N$$

and

$$\sup \{\|x\|: x \in E, \ (S + J)x \ni 0\} \leq \sqrt{2} \inf_{b \in G(S)} \left[ \|b_1\| + \|b_2\| \right].$$

Proof. (23.11), Lemma 29.1 and Theorem 21.4(c) with $f := \varphi_S$ and $c := 0$ give us that

$$\min \{\|a\|: a \in G(-J) \cap G(S)\} = N. \quad (29.6)$$

Suppose first that $x \in E$ and $(S + J)x \ni 0$. Then there exists $x^* \in Sx$ such that $-x^* \in Jx$. But then $(x, x^*) \in G(-J) \cap G(S)$, so (29.6) implies that $\|(x, x^*)\| \geq N$. Since $\|(x, x^*)\| = \sqrt{2} \|x\|$, it follows that $\|x\| \geq \frac{1}{\sqrt{2}} N$. Conversely, (29.6) provides us with $a \in G(-J) \cap G(S)$ such that $\|a\| \leq N$. Let
Since \( b \) and \( b \) (Remember that, for all \( b \)) Suppose that \( b \). Substituting this in (29.8), that is to say, (s).

Using the fact that \( g \) is monotonically related to \( E \) whenever \( b \) is single–valued then \( G(J) = \text{pos} g_0 \), from which \( b_1 = Jb_1 = -(s_2 - b_2) \). (29.8)

(Remember that, for all \( x \in E \), \( Jx \) is now a singleton.) Let \( s^J := (s_1, Js_1) \) and \( b^J := (b_1, Jb_1) \). Now \( s^J, b^J \in G(J) = \text{pos} g_0 \), from which

\[
g_0(s_1, Jb_1) + g_0(b_1, Js_1) = g_0(s^J) + g_0(b^J) = q(s^J) + q(b^J). \tag{29.9}
\]

Since \( b \) is monotonically related to \( G(S) \), \( q(s - b) \geq 0 \), and so it follows from (29.8) and the bilinearity of \( q \) on \( E \times E^* \) that \( q(s^J - b^J) \leq 0 \), or equivalently \( q(s^J) + q(b^J) \leq q(s_1, Jb_1) + q(b_1, Js_1) \). Combining this with (29.9),

\[
g_0(s_1, Jb_1) + g_0(b_1, Js_1) \leq q(s_1, Jb_1) + q(b_1, Js_1).
\]

Using the fact that \( g_0 \geq q \) on \( E \times E^* \), we derive that \( g_0(s_1, Jb_1) = q(s_1, Jb_1) \), that is to say, \( (s_1, Jb_1) \in G(J) \). Thus we have proved that

\[
Jb_1 = Js_1. \tag{29.10}
\]

Substituting this in (29.8), \( b_2 = s_2 \). It also follows from (29.10) and the fact that \( J^{-1} \) is single–valued that \( b_1 = s_1 \). Thus \( b = s \in G(S) \). Since this holds whenever \( b \) is monotonically related to \( G(S) \), it follows that \( S \) is maximally monotone.
It was pointed out by S. Fitzpatrick (personal communication) that if $J$ is not single-valued then (29.7) does not follow. Here was his reasoning: if $J$ is not single-valued then there exist $x \in E$ and distinct elements $y^*$ and $z^*$ of $Jx$. Let $x^* := \frac{1}{2}(y^* + z^*)$, and define $S$ by setting $G(S) := G(J) \setminus \{(x, x^*)\}$. Now let $w^* \in E^*$. Since $E$ is reflexive, there exists $w \in E$ such that $\frac{1}{2}w^* \in Jw$.

If $(w, \frac{1}{2}w^*) \neq (x, x^*)$ then $\frac{1}{2}w^* \in Sw$ hence
\[
  w^* = \frac{1}{2}w^* + \frac{1}{2}w^* \in Sw + Jw = (S + J)w.
\]

If, on the other hand, $(w, \frac{1}{2}w^*) = (x, x^*)$ then $w^* = 2x^* = y^* + z^*$. Since $y^* \in Jx$ and $y^* \neq x^*$, $y^* \in Sx$. Consequently,
\[
  w^* = y^* + z^* \in Sx + Jx = (S + J)x.
\]
Thus we have proved that
\[
  w^* \in E^* \implies w^* \in R(S + J),
\]
that is to say, $R(S + J) = E^*$. On the other hand, $S$ is obviously not maximally monotone.

It was pointed out by H. Bauschke (personal communication) that if $J$ is single-valued and $J^{-1}$ is not single-valued then, again, (29.7) does not follow. Here is his reasoning: there exist $z^* \in E^*$ and distinct elements $x$ and $y$ of $J^{-1}z^*$, and define $S$ by setting $G(S) := (E \setminus \{x\}) \times \{0\}$. Now let $w^* \in E^*$. If $w^* = z^*$ then
\[
  w^* = 0 + z^* \in (S + J)y.
\]
If, on the other hand, $w^* \neq z^*$ then, since $E$ is reflexive, there exists $w \in E$ such that $w^* \in Jw$. Since $J$ is single-valued, $z^* \in Jx$ and $w^* \neq z^*$, $w^* \notin Jx$. It follows that $w \neq x$, and so
\[
  w^* = 0 + w^* \in (S + J)w.
\]
Thus we have proved that
\[
  w^* \in E^* \implies w^* \in R(S + J),
\]
that is to say, $R(S + J) = E^*$. On the other hand, $S$ is, again, obviously not maximally monotone.

If $E$ is reflexive and $S \colon E \rightrightarrows E^*$ is maximally monotone, the existence of an autoconjugate function (see Definition 21.8) $h \in \mathcal{PC}(E \times E^*)$ such that $\varphi_S \leq h \leq \varphi_S^{\alpha}$ on $E \times E^*$ was established using Zorn’s Lemma by Penot in [64, Corollary 5] and [65, Theorem 10, p. 865]. A similar result was proved by Svaiter in [109, Theorem 2.4, p. 3854] without any mention of reflexivity. Penot–Zălinescu give in [66, Proposition 4.2] an explicit formula for an autoconjugate function $h$ such that $\text{pos} \ h = G(S)$ in the case where $E$ is reflexive, $S \colon E \rightrightarrows E^*$ is maximally monotone and $\text{aff} \ D(S)$ is closed.
The autoconjugate $h$ in Theorem 29.8 below is a (very) special case of a “kernel average” — such functions have been considered in great detail in Bauschke–Wang [13]. An allied question is to find an expression for a maximally monotone extension of a given nontrivial monotone multifunction on a Banach space (which always exists by Zorn’s lemma). In Theorem 29.8(c), we give a somewhat more explicit description of such an extension in the reflexive case. In fact, Theorem 29.8(a–b) follow from [13, Theorem 5.7]. In a recent paper, [46], Ghoussoub has proved similar results for what he calls “Self-dual lagrangians”.

**Theorem 29.8.** Let $E$ be a nonzero reflexive Banach space and $S$: $E \rightrightarrows E^*$ be nontrivial and monotone. For all $b \in E \times E^*$, let

$$h(b) := \inf_{c \in E \times E^*} \left[ \frac{1}{2} \varphi_S(b + c) + \frac{1}{2} \varphi_S^\ominus(b - c) + g_0(c) \right].$$

Then:

(a) $h$ is autoconjugate.

(b) $\varphi_S \vee q \leq h \leq \varphi_S^\ominus$ on $E \times E^*$ and $\text{pos } h$ is a maximally monotone superset of $G(S)$. If $S$ is maximally monotone then $\text{pos } h = G(S)$.

(c) $b \in \text{pos } h$ if, and only if,

there exists $d \in G(J)$ such that $(b - d, b + d) \in G(\partial \varphi_S)$.

**Proof.** This is immediate from Theorem 21.11. □

We end this section by giving a result motivated by the Brøndsted–Rockafellar theorem for subdifferentials (see Corollary 18.5 and Theorem 18.6) which was proved by Torralba in [110, Proposition 6.17] in connection with problems of scale–change:

**Theorem 29.9.** Let $E$ be a nonzero reflexive Banach space, $T$: $E \rightrightarrows E^*$ be maximally monotone, $b \in E \times E^*$, $\alpha$, $\beta > 0$ and $\inf_{t \in G(T)} q(t - b) \geq -\alpha \beta$. Then there exists $t \in G(T)$ such that $\|t_1 - b_1\| \leq \alpha$ and $\|t_2 - b_2\| \leq \beta$.

**Proof.** Define the (invertible) linear map $\Delta$: $E \times E^* \rightarrow E \times E^*$ by $\Delta(c_1, c_2) := (c_1/\alpha, c_2/\beta)$ $(c = (c_1, c_2) \in E \times E^*)$. Let $S$: $E \rightrightarrows E^*$ be defined by $G(S) = \Delta(G(T))$. $S$ is easily seen to be maximally monotone. Theorem 21.7 provides us an element $s$ of $G(S)$ such that $s - \Delta(b) \in \text{neg } g_0$. So $\|s_1 - b_1/\alpha\|^2 = \|s_2 - b_2/\beta\|^2 = -q(s - \Delta(b))$. Choose $t \in G(T)$ such that $s = \Delta(t)$. Then we have $\|t_1 - b_1\|^2/\alpha^2 = \|t_2 - b_2\|^2/\beta^2 = -q(t - b)/\alpha \beta \leq 1$. This gives the required result. □
30 Surjectivity and an abstract Hammerstein theorem

In this section, we prove various surjectivity results, including a generalization of Rockafellar’s surjectivity theorem (Theorem 30.2) and an abstract Hammerstein theorem (Theorem 30.4).

We suppose that $E$ is a nonzero reflexive Banach space and define the “reflection” $\rho_2$: $E \times E^* \to E \times E^*$ by $\rho_2(b) := (b_1, -b_2)$.

**Theorem 30.1.** Let $E$ be a nonzero reflexive Banach space, $w^* \in E^*$ and $f, g \in \mathcal{PCLSC}(E \times E^*)$ be BC–functions such that $E \times \{w^*\} \subset \text{dom } f$ and $\pi_2 \text{dom } g = E^*$. Then:

(a) $\text{pos } f - \rho_2 \text{ pos } g = E \times E^*$ and $\text{pos } f + \rho_2 \text{ pos } g = E \times E^*$.
(b) If $x \in E$ then there exist $(y, y^*) \in \text{pos } f$ and $(z, y^*) \in \text{pos } g$ such that $y + z = x$.
(c) If $x^* \in E^*$ then there exist $(y, y^*) \in \text{pos } f$ and $(y, z^*) \in \text{pos } g$ such that $y^* + z^* = x^*$.

**Proof.** (a) Let $(x, x^*)$ be an arbitrary element of $E \times E^*$. Since $\pi_2 \text{dom } g = E^*$, there exists $y \in E$ such that $(y, x^* - w^*) \in \text{dom } g$. But $(x + y, w^*) \in \text{dom } f$, hence

$$(x, x^*) = (x + y, w^*) - \rho_2(y, x^* - w^*) \in \text{dom } f - \rho_2 \text{ dom } g.$$ 

Thus we have proved that $\text{dom } f - \rho_2 \text{ dom } g = E \times E^*$. It is easy to see by direct computation that $g \circ \rho_2 \in \mathcal{PCLSC}(E \times E^*)$, $g \circ \rho_2$ is a TBC–function, $\rho_2 \text{dom } g = \text{dom}(g \circ \rho_2)$ and $\text{neg}(g \circ \rho_2) = \rho_2 \text{ pos } g$. Thus $\text{dom } f - \text{dom}(g \circ \rho_2) = E \times E^*$, and so the local transversality theorem, Theorem 21.12, gives $\text{pos } f - \text{neg}(g \circ \rho_2) = E \times E^*$, from which

$$\text{pos } f - \rho_2 \text{ pos } g = E \times E^*,$$

as required. If we now replace $g$ by the function $b \mapsto g(-b)$, we can also obtain that $\text{pos } f + \rho_2 \text{ pos } g = E \times E^*$.

(b) It follows from (a) that there exist $(y, y^*) \in \text{pos } f$ and $(z, z^*) \in \text{pos } g$ such that $(y, y^*) + (z, -z^*) = (x, 0)$. But then $z^* = y^*$ and $y + z = x$.

(c) It follows from (a) that there exist $(y, y^*) \in \text{pos } f$ and $(z, z^*) \in \text{pos } g$ such that $(y, y^*) - (z, -z^*) = (0, x^*)$. But then $z = y$ and $y^* + z^* = x^*$. □

Since $G(J_\varphi) = E \times E^*$, the following result generalizes Theorem 29.5. We note that it ultimately uses Theorem 15.1, which is a much harder result than Corollary 8.6. It can also be deduced from [120, Theorem 3 and Corollary 4].

**Theorem 30.2.** Let $E$ be a nonzero reflexive Banach space, $S, T$: $E \rightrightarrows E^*$ be maximally monotone and $G(S_\varphi) - \rho_2 G(T_\varphi) = E \times E^*$. Then $R(S + T) = E^*$.
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Proof. Let \( f := \varphi_S \) and \( g := \varphi_T \). Definition 23.3 gives us the equality \( \text{dom} \varphi_S - \rho_2 \text{dom} \varphi_T = E \times E^* \), and the second half of the argument of Theorem 30.1(a) implies that \( \text{pos} \varphi_S - \rho_2 \text{pos} \varphi_T = E \times E^* \). The result follows from (23.11) and the argument of Theorem 30.1(c). \( \square \)

We now reverse the direction of \( T \).

Theorem 30.3. Let \( E \) be a nonzero reflexive Banach space and \( S: E \rightrightarrows E^* \) and \( T: E^* \rightrightarrows E \) be maximally monotone. Suppose that \( D(T_\varphi) = E^* \) and \( \bigcap_{x \in E} S_\varphi(x) \neq \emptyset \). Then:
(a) If \( I_E \) is the identity map on \( E \), \( (I_E + TS)(E) = E \).
(b) If \( I_{E^*} \) is the identity map on \( E^* \), \( (I_{E^*} + ST)(E^*) = E^* \).

Proof. Let \( f := \varphi_S \) and \( g := \varphi_{T^{-1}} \), so that \( \pi_2 \text{dom} g = E^* \).
(a) Let \( x \) be an arbitrary element of \( E \). From Theorem 30.1(b), there exist \( (y, y^*) \in \text{pos} f \) and \( (z, z^*) \in \text{pos} g \) such that \( y + z = x \). From (23.11), \( (y, y^*) \in G(S) \) and \( (y^*, z) \in G(T) \), so \( z \in Ty^* \subseteq TSy \) and \( x = y + z \in (I_E + TS)(y) \subseteq (I_E + TS)(E) \).
(b) Let \( x^* \) be an arbitrary element of \( E^* \). From Theorem 30.1(c), there exist \( (y, y^*) \in \text{pos} f \) and \( (y, z^*) \in \text{pos} g \) such that \( y^* + z^* = x^* \). From (23.11), \( (y, y^*) \in G(S) \) and \( (z^*, y) \in G(T) \), so \( y^* \in Sy \subseteq STz^* \) and \( x^* = z^* + y^* \in (I_{E^*} + ST)(z^*) \subseteq (I_{E^*} + ST)(E^*) \). \( \square \)

The next result is a considerable generalization of [121, Theorem 32.O, p. 909] which, in turn, was applied to Hammerstein integral equations. See Remark 30.5 below.

Theorem 30.4. Let \( E \) be a nonzero reflexive Banach space, \( S: E \rightrightarrows E^* \) and \( T: E^* \rightrightarrows E \) be maximally monotone. Suppose that either \( D(T_\varphi) = E^* \) and \( \bigcap_{x \in E} S_\varphi(x) \neq \emptyset \) or \( D(S_\varphi) = E \) and \( \bigcap_{x^* \in E^*} T_\varphi(x^*) \neq \emptyset \). Then \( (I_E + TS)(E) = E \).

Proof. The first case has already been established in Theorem 30.3(a), while the second case follows from Theorem 30.3(b), with \( E \) replaced by \( E^* \) and the roles of \( S \) and \( T \) interchanged. \( \square \)

Remark 30.5. We now compare Theorem 30.4 and [121, Theorem 32.O]. [121] assumes that \( E \) is a Hilbert space, while Theorem 30.4 assumes that \( E \) is a reflexive Banach space. [121] assumes that \( \bigcap_{x \in E} S_\varphi(x) \supseteq R(S) \) \( \bigcap_{x^* \in E^*} T_\varphi(x^*) \supseteq R(T) \), respectively) while Theorem 30.4 makes the weaker assumption that \( \bigcap_{x \in E} S_\varphi(x) \neq \emptyset \) \( \bigcap_{x^* \in E^*} T_\varphi(x^*) \neq \emptyset \), respectively). However, Theorem 27.1 tells us that the assumptions \( D(T) = E^* \) \( D(S) = E \), respectively) of [121] are, in fact, equivalent to the formally weaker assumptions \( D(T_\varphi) = E^* \) \( D(S_\varphi) = E \), respectively) of Theorem 30.4.

We give the following result for completeness, though it is probably less interesting than Theorem 30.1.
Theorem 30.6. Let $E$ be a nonzero reflexive Banach space, $f \in \mathcal{PC}(E \times E^*)$ be a BC–function and $g \in \mathcal{PC}(E \times E^*)$ be a continuous real–valued BC–function. Then:
(a) $\text{pos } f - \rho_2 \text{pos } g = E \times E^*$ and $\text{pos } f + \rho_2 \text{pos } g = E \times E^*$.
(b) If $x \in E$ then there exist $(y, y^*) \in \text{pos } f$ and $(z, y^*) \in \text{pos } g$ such that $y + z = x$.
(c) If $x^* \in E^*$ then there exist $(y, y^*) \in \text{pos } f$ and $(y, z^*) \in \text{pos } g$ such that $y^* + z^* = x^*$.

Proof. This proceeds exactly as in Theorem 30.1, except that it appeals to the transversality theorem, Theorem 19.16, instead of the the local transversality theorem, Theorem 21.12. □

31 The Brezis–Haraux condition

In this section, we characterize the interior and the closure of the range of a maximally monotone multifunction on a reflexive space in terms of its fitzpatrification, and deduce in Theorem 31.4(c) a strengthening of the result of Brezis–Haraux on the approximation of the range of a sum by the sum of the ranges.

Lemma 31.1 below goes back to [98, Theorem 18.3, p. 67] and Simons–Zălinescu, [108, Remark 5.6, pp. 13–14].

Lemma 31.1. Let $E$ be a nonzero reflexive Banach space and $U : E \rightrightarrows E^*$ be maximally monotone. Then
\[
\text{int } R(U) = \text{int } (\text{co } R(U)) = \text{int } R(U_\varphi)
\]
\[
= \text{sur } R(U) = \text{sur } (\text{co } R(U)) = \text{sur } R(U_\varphi).
\]

Proof. This follows from Theorem 27.1, applied to $S := U^{-1}$. □

Theorem 31.2 extends the result proved in Rockafellar, [78, Theorem 2, p. 89] that if $E$ is reflexive and $S : E \rightrightarrows E^*$ is maximally monotone then $\overline{D(S)}$ is convex.

Theorem 31.2. Let $E$ be a nonzero reflexive Banach space and $S : E \rightrightarrows E^*$ be maximally monotone. Then
\[
\overline{D(S)} = \overline{\text{co } D(S)} = \overline{D(S_\varphi)} \quad \text{and} \quad \overline{R(S)} = \overline{\text{co } R(S)} = \overline{R(S_\varphi)}.
\]
Consequently, $\overline{D(S)}$ and $\overline{R(S)}$ are both convex.

Proof. Let $z \in E \setminus \overline{D(S)}$ and $\alpha := \text{dist}(z, D(S)) > 0$. Let $n \geq 1$. Since $S/n$ is maximally monotone, Theorem 21.7 gives
\[
G(S/n) - \text{neg } g_0 \ni (z, 0)
\]
Problem 31.3. Is \( D(S) \) necessarily convex when \( E \) is not reflexive, \( S \) is maximally monotone and \( \text{sur } D(S_\varphi) = \emptyset \)? (See Section 44 for more on this problem.)

Theorem 31.4(b) should be compared with Theorem 30.2, and Theorem 31.4(c) will be applied in Corollary 31.6.

**Theorem 31.4.** Let \( E \) be a nonzero reflexive Banach space, \( S, T : E \rightrightarrows E^* \) be monotone, and \( S + T \) be maximally monotone. Then:
(a) \( \text{sur } R(S_\varphi + T_\varphi) = \text{int } R(S + T) \).
(b) If \( \text{sur } R(S_\varphi + T_\varphi) = E^* \) then \( R(S + T) = E^* \).
(c) If
\[
R(S) + R(T) \subseteq R(S_\varphi + T_\varphi) \tag{31.1}
\]
then
\[
\text{int } [R(S) + R(T)] = \text{int } [R(S_\varphi + T_\varphi)] = \text{int } R((S + T)_\varphi) = \text{int } R(S + T).
\]
and
\[
R(S) + R(T) = R(S_\varphi + T_\varphi) = R((S + T)_\varphi) = R(S + T).
\]

**Proof.** (a) The inclusion “\( \supseteq \)” is immediate since \( G(S_\varphi) \supseteq G(S) \) and \( G(T_\varphi) \supseteq G(T) \), and the inclusion “\( \subseteq \)” follows from Lemma 23.9(b) and Lemma 31.1.

(b) is immediate from (a).

(c) (31.1) and Lemma 23.9(b), imply that
\[
R(S) + R(T) \subseteq R(S_\varphi + T_\varphi) \subseteq R((S + T)_\varphi)
\]
Thus Theorem 31.2 and Lemma 31.1 give
\[
R(S) + R(T) \subseteq R(S_\varphi + T_\varphi) \subseteq R((S + T)_\varphi) = R(S + T),
\]
\[
\text{int } [R(S) + R(T)] \subseteq \text{int } [R(S_\varphi + T_\varphi)] \subseteq \text{int } R((S + T)_\varphi) = \text{int } R(S + T),
\]
and
\[
\text{sur } [R(S) + R(T)] \subseteq \text{sur } [R(S_\varphi + T_\varphi)] \subseteq \text{sur } R((S + T)_\varphi) = \text{sur } R(S + T).
\]
(c) now follows easily from Lemma 31.1 since \( R(S + T) \subseteq R(S) + R(T) \).
**Definition 31.5.** We say that a monotone multifunction \( S: E \rightrightarrows E^* \) is rectangular if
\[
D(S) \times R(S) \subset G(S_\varphi).
\]
It is easily seen that \( S \) is rectangular \( \iff \) \( S \) is “\( 3^* \)-monotone” in the sense of [121, Definition 32.40(c), p. 901] \( \iff \) \( S \) satisfies property “\( (** \) )” of [29, p. 166] (when \( E \) is a Hilbert space). It follows from [121, Proposition 32.41, p. 902] that if \( S \) is monotone with bounded range, or monotone and strongly coercive, or there exists a proper convex function \( f: E \to ]-\infty, \infty] \) such that \( S = \partial f \), then \( S \) is rectangular. This last observation can also be seen directly from the result that appears in [12, Proposition 2.1] that \( \text{dom } f \times \text{dom } f^@ \subset \text{dom } \varphi_\partial f \). Now if \( E \) is reflexive and \( S \) is maximally monotone then, from Theorem 27.1, Lemma 31.1 and Theorem 31.2,
\[
\text{int } G(S_\varphi) \subset \text{int } D(S_\varphi) \times \text{int } R(S_\varphi) = \text{int } D(S) \times \text{int } R(S) \subset \text{int } [D(S) \times (R(S))]
\]
and
\[
\overline{G(S_\varphi)} \subset \overline{D(S_\varphi) \times R(S_\varphi)} = \overline{D(S) \times R(S)} = \overline{D(S) \times R(S)}
\]
So, in this case, if \( S \) is rectangular then \( G(S_\varphi) \) is almost a rectangle.

The fact that either (31.2) or (31.3) implies (31.4) in Corollary 31.6 below was proved by Brezis and Haraux in Hilbert spaces in [29, Théorème 3, pp. 173–174] and [29, Théorème 4, pp. 174–175], with applications to Hammerstein integral equations, partial differential equations with nonlinear boundary conditions, and nonlinear periodic equations of evolution. These results were extended by Reich in [71, Theorem 2.2, p. 315] to the case where \( E \) is a nonzero reflexive Banach space in which \( J \) and \( J^{-1} \) are single–valued. In Corollary 31.6, we do not need to use an Asplund renorming, in contrast to the proofs of the results quoted above.

**Corollary 31.6.** Let \( E \) be a nonzero reflexive Banach space, \( S, T: E \rightrightarrows E^* \) be monotone, and \( S + T \) be maximally monotone. If either
\[
S \text{ and } T \text{ are both rectangular,} \quad (31.2)
\]
or
\[
D(S) \subset D(T) \text{ and } T \text{ is rectangular,} \quad (31.3)
\]
then the Brezis–Haraux condition
\[
\text{int } R(S + T) = \text{int } [R(S) + R(T)] \quad \text{and} \quad \overline{R(S + T)} = \overline{R(S) + R(T)} \quad (31.4)
\]
is satisfied.
Proof. We first prove that (31.1) is satisfied. To this end, let \( x^* \) be an arbitrary element of \( R(S) + R(T) \). Then there exist \( s^* \in R(S) \) and \( t^* \in R(T) \) such that \( s^* + t^* = x^* \). If (31.2) is satisfied then, since \( S + T \) is maximally monotone, there exists \( x \in D(S) \cap D(T) \), from which \( (x, s^*) \in D(S) \times R(S) \subset G(S) \) and \( (x, t^*) \in D(T) \times R(T) \subset G(T) \), so
\[
x^* = s^* + t^* \in (S + T)(x) \subset R(S + T).
\]
If (31.3) is satisfied then we choose \( x \in E \) so that \( (x, s^*) \in G(S) \subset G(S) \), from which \( x \in D(S) \subset D(T) \), and so \( (x, t^*) \in D(T) \times R(T) \subset G(T) \), giving \( x^* \in R(S + T) \) again. This completes the proof of (31.1). The result now follows from Theorem 31.4(c). □

Remark 31.7. There is another condition which implies (31.4). This condition, due to Pazy, appears in the appendix of [29] for Hilbert spaces. Pazy’s results were generalized (with applications) by Reich in [71, Proposition 2.3, pp. 315–316] to the case where \( E \) is a reflexive Banach spaces in which \( J \) and \( J^{-1} \) are single–valued. By analogy with the proof above, one might hope that \( R(S) + R(T) \subset R(S + T) \) in the situation considered there. However, we do not know if this is the case.

32 Bootstrapping the sum theorem

The main result of this section is the “sandwiched closed subspace theorem”, Theorem 32.2. We shall show in Corollary 32.3 how different choices for \( F \) lead to known sufficient conditions for \( S + T \) to be maximally monotone.

We start off with a result that is purely algebraic in character. In fact, Lemma 32.1 is equivalent to the known fact that if \( C \) is convex then \( a \in C \) and \( b \in icr C \Longrightarrow [a, b] \subset icr C \). (See Zălinescu, [118, p. 3].)

Lemma 32.1. Let \( C \) be a convex subset of a vector space \( E \), and \( F := \bigcup_{\lambda > 0} \lambda C \) be a subspace of \( E \). Let \( x \in C \) and \( \alpha \in ]0, 1[ \). Then
\[
\bigcup_{\lambda > 0} \lambda \left[ C - \alpha x \right] = F. \tag{32.1}
\]
Proof. \( C - \alpha x \subset F - F = F \), which gives the inclusion “\( \subset \)” in (32.1). Now let \( y \in F \). Then there exist \( \mu > 0 \) and \( z \in C \) such that \( y = \mu z \). Thus
\[
(1 - \alpha)z = [(1 - \alpha)z + \alpha x] - \alpha x \in C - \alpha x
\]
and so
\[
y = \mu z \in \frac{\mu}{1 - \alpha} \left[ C - \alpha x \right] \subset \bigcup_{\lambda > 0} \lambda \left[ C - \alpha x \right],
\]
which gives the inclusion “\( \supset \)” in (32.1), and thus completes the proof of Lemma 32.1. □
Theorem 32.2 first appeared in Simons–Zălinescu, [108, Theorem 5.5, p. 13].

**Theorem 32.2.** Let $E$ be a nonzero reflexive Banach space, $S,T:E \rightrightarrows E^*$ be maximally monotone, and suppose that there exists a closed subspace $F$ of $E$ such that

\[ D(S) - D(T) \subseteq F \subseteq \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)]. \tag{32.2} \]

Then $S + T$ is maximally monotone. Furthermore, for all $\varepsilon > 0$,

\[ D(S) - D(T) \subseteq D(S_\varphi) - D(T_\varphi) \subseteq (1 + \varepsilon)(D(S) - D(T)), \tag{32.3} \]

(that is to say, $D(S_\varphi) - D(T_\varphi)$ and $D(S) - D(T)$ are almost identical) and

\[ \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] = \bigcup_{\lambda > 0} \lambda[D(S) - D(T)]. \tag{32.4} \]

**Proof.** (32.2) gives $\overline{\lim}(D(S) - D(T)) \subseteq F$. We then obtain from Lemma 28.1(c) that $\bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] \subseteq F$, and another application of (32.2) implies that

\[ \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] = F, \tag{32.5} \]

so the maximal monotonicity of $S + T$ follows from Theorem 24.1(a). Let $\varepsilon > 0$ and $\alpha := 1/(1 + \varepsilon) \in [0,1]$. Let $d = (d_1,d_2) \in G(S_\varphi) - G(T_\varphi)$ and define the maximally monotone $U:E \rightrightarrows E^*$ so that $G(U) = G(S) - \alpha d$. We now obtain from (19.11), (32.5), and Lemma 32.1 with $C = D(S_\varphi) - D(T_\varphi)$ and $x = d_1$, that

\[ \bigcup_{\lambda > 0} \lambda[D(U_\varphi) - D(T_\varphi)] = \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - \alpha d_1 - D(T_\varphi)] \\
= \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi) - \alpha d_1] \\
= \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] = F, \]

and so Theorem 24.1(a) (with $S$ replaced by $U$) implies that $U + T$ is maximally monotone and, in particular, $D(U) \cap D(T) \neq \emptyset$, that is to say

\[ (D(S) - \alpha d_1) \cap D(T) \neq \emptyset, \]

from which $\alpha d_1 \in D(S) - D(T)$, and so $d_1 \in (1 + \varepsilon)(D(S) - D(T))$. Since this holds for any $d \in G(S_\varphi) - G(T_\varphi)$, we have proved that

\[ D(S_\varphi) - D(T_\varphi) \subseteq (1 + \varepsilon)(D(S) - D(T)). \]

(32.3) now follows from Lemma 23.4, and (32.4) is an immediate consequence of (32.3). \qed
Corollary 32.3. Let $E$ be a nonzero reflexive Banach space, $S, T: E \rightrightarrows E^*$ be maximally monotone, and suppose that one of the conditions (32.6)–(32.8) below is satisfied:

\[
\bigcup_{\lambda > 0} \lambda \left[ D(S) - D(T) \right] \text{ is a closed subspace of } E \quad (32.6)
\]
\[
\bigcup_{\lambda > 0} \lambda \left[ \text{co} D(S) - \text{co} D(T) \right] \text{ is a closed subspace of } E \quad (32.7)
\]
\[
\bigcup_{\lambda > 0} \lambda \left[ \pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T \right] \text{ is a closed subspace of } E. \quad (32.8)
\]

Then $S + T$ is maximally monotone. Furthermore, in any of these cases,

\[
\bigcup_{\lambda > 0} \lambda \left[ D(S) - D(T) \right] = \bigcup_{\lambda > 0} \lambda \left[ \text{co} D(S) - \text{co} D(T) \right] = \bigcup_{\lambda > 0} \lambda \left[ \pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T \right] = \bigcup_{\lambda > 0} \lambda \left[ D(S_\varphi) - D(T_\varphi) \right].
\]

**Proof.** These results follows from Lemma 23.4, and Theorem 32.2 with either $F = \bigcup_{\lambda > 0} \lambda \left[ D(S) - D(T) \right]$, or $F = \bigcup_{\lambda > 0} \lambda \left[ \text{co} D(S) - \text{co} D(T) \right]$, or $F = \bigcup_{\lambda > 0} \lambda \left[ \pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T \right]$, as the case may be. □

**Remark 32.4.** In case (32.6), we obtain Attouch–Riahi–Théra, [2, Corollaire 1], in case (32.7), we obtain Chu, [34, Corollary 3.5]. Either of these cases can be used to establish Penot, [65, Theorem 15]. In case (32.8), we obtain Zălinescu, [119, Corollary 4]. Of course, there are also many valid “hybrid” choices, such as $F = \bigcup_{\lambda > 0} \lambda \left[ D(S) - D(T_\varphi) \right]$. Clearly Rockafellar’s condition (24.1) implies (32.6). Finally, we point out that our analysis does not use an Asplund renorming of $E$ (see the remarks preceding Theorem 29.5).

Sufficient conditions (which are not subsumed by the results of Theorem 24.1 and Corollary 32.3) for the sum of maximally monotone multifunctions on a reflexive Banach space to be maximally monotone using the so-called closedness–type regularity conditions have been introduced recently by Boţ–Csetnek–Wanka and Boţ–Grad–Wanka in [24] and [25].

### 33 The > six set and the > nine set theorems for pairs of multifunctions

Let $E$ be reflexive and $S: E \rightrightarrows E^*$ and $T: E \rightrightarrows E^*$ be maximally monotone. Our main result here is the “$> 6$ set theorem for pairs”, Theorem 33.1, in which we prove the identity of $\text{int} \left[ D(S) - D(T) \right]$ with at least five other sets. (We can certainly add in the sets $\text{int} \left[ \pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T \right]$ and $\text{sur} \left[ \pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T \right]$, and many hybrid sets of the kind mentioned in Remark 32.4.) In the “$> 9$ set theorem for pairs”, Theorem 33.2, we prove the identity of $\overline{D(S) - D(T)}$ with eight other sets if $D(S) - D(T)$ is sufficiently fat. The results in this section are extensions of results proved in [97].
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Theorem 33.1. Let $E$ be a nonzero reflexive Banach space and the multifunctions $S, T$: $E \rightrightarrows E^*$ be maximally monotone. Then:

$$\text{int}[D(S) - D(T)] = \text{int}[\text{co}D(S) - \text{co}D(T)] = \text{int}[D(S_\varphi) - D(T_\varphi)]$$

$$= \text{sur}[D(S) - D(T)] = \text{sur}[\text{co}D(S) - \text{co}D(T)] = \text{sur}[D(S_\varphi) - D(T_\varphi)].$$

Consequently, $\text{int}[D(S) - D(T)]$ is convex.

Proof. We first prove that

$$\text{sur}[D(S_\varphi) - D(T_\varphi)] \subset D(S) - D(T). \tag{33.1}$$

To this end, let $x \in \text{sur}[D(S_\varphi) - D(T_\varphi)]$. In particular, $x \in D(S_\varphi) - D(T_\varphi)$, so there exists $d \in G(S_\varphi) - G(T_\varphi)$ such that $d_1 = x$. Define the maximally monotone $U: E \rightrightarrows E^*$ so that $G(U) = G(S) - d$. We now obtain from (19.11) that

$$\bigcup_{\lambda > 0} \lambda[D(U_\varphi) - D(T_\varphi)] = \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - x - D(T_\varphi)]$$

$$= \bigcup_{\lambda > 0} \lambda[(D(S_\varphi) - D(T_\varphi)) - x] = E,$$

and so Theorem 24.1(a) (with $S$ replaced by $U$) implies that $U + T$ is maximally monotone and, in particular, $D(U) \cap D(T) \neq \emptyset$, that is to say

$$(D(S) - x) \cap D(T) \neq \emptyset,$$

from which $x \in D(S) - D(T)$. This completes the proof of (33.1).

Let $f := \varphi_S^@$ and $g := \varphi_T^@$. Then $f, g \in \mathcal{PC}(E \times E^*)$ and, from (19.9), $f^@ = \varphi_S$ and $g^@ = \varphi_T$. Thus, from Corollary 22.6

$$\text{sur}[\pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T]$$

is open. Since

$$\text{sur}[\pi_1 \text{dom } \varphi_S - \pi_1 \text{dom } \varphi_T] = \text{sur}[D(S_\varphi) - D(T_\varphi)], \tag{33.1}$$

(33.1) gives

$$\text{sur}[D(S_\varphi) - D(T_\varphi)] \subset \text{int}[D(S) - D(T)]. \tag{33.2}$$

From Lemma 23.4,

$$\text{int}[D(S) - D(T)] \subset \text{int}[\text{co}D(S) - \text{co}D(T)] \subset \text{int}[D(S_\varphi) - D(T_\varphi)]$$

and

$$\text{sur}[D(S) - D(T)] \subset \text{sur}[\text{co}D(S) - \text{co}D(T)] \subset \text{sur}[D(S_\varphi) - D(T_\varphi)].$$

Since $\text{int}(\ldots) \subset \text{sur}(\ldots)$, the result now follows from (33.2). \qed
Theorem 33.2. Let $E$ be a nonzero reflexive Banach space, $S, T$: $E \ni E^*$ be maximally monotone and $\text{sur} \left[ D(S_\varphi) - D(T_\varphi) \right] \neq \emptyset$. Then:

$$
\overline{D(S) - D(T)} = \text{co}(\overline{D(S) - D(T)}) = D(S_\varphi) - D(T_\varphi)
$$

$$
= \overline{\text{int} \left[ D(S) - D(T) \right]} = \text{co} \left[ \text{int}(D(S) - D(T)) \right] = \text{int}(D(S_\varphi) - D(T_\varphi))
$$

$$
= \text{sur} \left[ D(S) - D(T) \right] = \text{co} \left[ \text{sur}(D(S) - D(T)) \right] = \text{sur}(D(S_\varphi) - D(T_\varphi)).
$$

Consequently, $\overline{D(S) - D(T)}$ is convex.

**Proof.** Clearly, $\text{int}(\overline{D(S) - D(T)}) \subset \overline{D(S) - D(T)}$, and from Lemma 23.4,

$$
\overline{D(S) - D(T)} \subset \text{co}(\overline{D(S) - D(T)}) \subset D(S_\varphi) - D(T_\varphi).
$$

From Theorem 33.1, $\text{int}(D(S_\varphi) - D(T_\varphi)) \neq \emptyset$ hence (see, for instance, Kelley–Namioka, [51, 13.1(i), pp. 110–111])

$$
D(S_\varphi) - D(T_\varphi) = \text{int}(D(S_\varphi) - D(T_\varphi)).
$$

The result now follows from Theorem 33.1. □

34 The Brezis–Crandall–Pazy condition

In this section, we investigate sufficient conditions for $S + T$ to be maximally monotone of a kind different from those considered in previous sections, and which do not depend on Baire’s theorem. The most general result in this section is Theorem 34.3, which is generalization of [98, Theorem 24.3, p. 94]. We show in Corollary 34.5 how to deduce from this the result of Brezis, Crandall and Pazy. The Brezis–Crandall–Pazy condition can be thought of as a perturbation condition and has found applications to partial differential equations. We refer the reader to their original paper, [28], for more details.

As in Section 29, $E$ is a nonzero reflexive Banach space and $B := E \times E^*$. Then $B$ is a SSDB space with $[b, c] := \langle b_1, c_2 \rangle + \langle c_1, b_2 \rangle$ and $\|b\| := \sqrt{\|b_1\|^2 + \|b_2\|^2}$, and $q(b) = \langle b_1, b_2 \rangle$ ($b = (b_1, b_2)$, $c = (c_1, c_2) \in B$).

Let $B^2 = B \times B = E \times E^* \times E \times E^*$. We consider $B^2$ as a SSDB space under the norm

$$
\|b\| := \sqrt{\|b_1\|^2 + \|b_2\|^2 + \|b_3\|^2 + \|b_4\|^2}
$$

and the bilinear form

$$
[b, c] := \langle b_1, c_2 \rangle + \langle c_1, b_2 \rangle + \langle b_3, c_4 \rangle + \langle c_3, b_4 \rangle,
$$

for all $b = (b_1, b_2, b_3, b_4)$ and $c = (c_1, c_2, c_3, c_4) \in B^2$. We then define
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\[ \overline{g_0}(b) := \frac{1}{2}\|b\|^2 = \frac{1}{2}(\|b_1\|^2 + \|b_2\|^2 + \|b_3\|^2 + \|b_4\|^2) = g_0(b_1, b_2) + g_0(b_3, b_4) \]

and

\[ \overline{g}(b) := \frac{1}{2}\|b, b\| = \langle b_1, b_2 \rangle + \langle b_3, b_4 \rangle = q(b_1, b_2) + q(b_3, b_4). \]

Thus, since \( g_0 \geq -q \) on \( B \),

\[ b \in \text{neg} \overline{g_0} \iff g_0(b_1, b_2) + g_0(b_3, b_4) = -q(b_1, b_2) - q(b_3, b_4) \]

\[ \iff g_0(b_1, b_2) = -q(b_1, b_2) \text{ and } g_0(b_3, b_4) = -q(b_3, b_4), \]

and so

\[ \text{neg} \overline{g_0} = \text{neg} g_0 \times \text{neg} g_0. \tag{34.1} \]

Let \( \pi_{12}, \pi_{34} : B^2 \to B \) be the projection maps, defined by \( \pi_{12}(b) := (b_1, b_2) \)

and \( \pi_{34}(b) := (b_3, b_4) \). If \( n \geq 1 \), define a linear map \( L^n : B^2 \to B^2 \) by

\[ L^n(b) := (b_1, b_2 + nb_4, b_1 - b_3/n, -nb_4), \]

and \( k^n \in \mathcal{PC}(B^2) \) by

\[ k^n := f \circ \pi_{12} \circ L^n + g \circ \pi_{34} \circ L^n. \tag{34.2} \]

**Lemma 34.1.** Let \( f, g \in \mathcal{PC}(B) \) be BC–functions and \( n \geq 1 \). Then

\[ b, c \in B^2 \implies \left[ L^n(b), L^n(c) \right] = [b, c], \tag{34.3} \]

\[ c, d \in B^2 \implies \left[ (L^n)^{-1}d, c \right] = \left[ d, L^n(c) \right] \tag{34.4} \]

and

\[ d \in B^2 \implies (L^n)^{-1}(d) = (d_1, d_2 + d_4, nd_1 - nd_3, -d_4/n). \tag{34.5} \]

Furthermore,

\[ (k^n) @ = f @ \circ \pi_{12} \circ L^n + g @ \circ \pi_{34} \circ L^n, \tag{34.6} \]

\( k^n \) is a BC–function, and \( L^n(\text{pos } k^n) = \text{pos } f \times \text{pos } g \).

**Proof.** (34.3) follows since

\[ \langle b_1, c_2 + nc_4 \rangle + \langle c_1, b_2 + nb_4 \rangle + \langle b_3 - nb_1, c_4 \rangle + \langle c_3 - nc_1, b_4 \rangle = \langle b_1, c_2 \rangle + \langle c_1, b_2 \rangle + \langle b_3, c_4 \rangle + \langle c_3, b_4 \rangle = [b, c], \]

and (34.4) is a direct consequence of (34.3). (34.5) follows from a simple computation. Furthermore, using (34.4), for all \( c \in B^2 \),

\[ (k^n) @ (c) = \sup_{b \in B^2} \left[ [b, c] - f \circ \pi_{12} \circ L^n(b) - g \circ \pi_{34} \circ L^n(b) \right] = \sup_{d \in B^2} \left[ [d, L^n(c)] - f(d_1, d_2) - g(d_3, d_4) \right] = \sup_{d \in B^2} \left[ [d, L^n(c)] - f(d_1, d_2), \pi_{12} \circ L^n(c) \right] - f(d_1, d_2) \]

\[ + \left[ (d_3, d_4), \pi_{34} \circ L^n(c) \right] - g(d_3, d_4) \]

\[ = f @ \circ \pi_{12} \circ L^n(c) + g @ \circ \pi_{34} \circ L^n(c), \]
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which establishes (34.6). Since $f^@ \geq f$ and $g^@ \geq g$ on $B$, it follows by comparing this with (34.2) that $(k^n)^@ \geq k^n$ on $B^2$. Since $f \geq q$ and $g \geq q$ on $B$ and, from (34.3), $q \circ L^n = q$, 

$$k^n = f \circ \pi_{12} \circ L^n + g \circ \pi_{34} \circ L^n \geq q \circ \pi_{12} \circ L^n + q \circ \pi_{34} \circ L^n = q \circ L^n = q,$$

thus $k^n$ is a BC–function, as required. (34.7) also implies that $c \in \text{pos } k^n$ if, and only if,

$$f \circ \pi_{12} \circ L^n(c) = q \circ \pi_{12} \circ L^n(c) \quad \text{and} \quad g \circ \pi_{34} \circ L^n(c) = q \circ \pi_{34} \circ L^n(c),$$

i.e., $L^n(c) \in \text{pos } f \times \text{pos } g$. Thus $L^n(\text{pos } k^n) = \text{pos } f \times \text{pos } g$. □

**Lemma 34.2.** Let $f, g \in \mathcal{PC}(B)$ be BC–functions, $\pi_1 \dom f \cap \pi_1 \dom g \neq \emptyset$ and $y \in B$. Then there exists $R \geq 0$ (independent of $n$) such that: for all $n \geq 1$, there exists $b^n \in \text{pos } k^n \cap (\text{neg } \overline{f_0} + (y, 0))$ with $\|b^n\| \leq R$.

**Proof.** Since $\pi_1 \dom f \cap \pi_1 \dom g \neq \emptyset$, we can choose $d \in \dom f \times \dom g$ such that that $d_1 = d_3$. We first define some quantities that depend only on $y$ and $d$: Let

$$P := f(d_1, d_2) + g(d_3, d_4),$$

$$Q := \sqrt{\|d_1\|^2 + \|d_2 + d_4\|^2 + \|d_4\|^2},$$

$$a := (y_1, y_2, y_1, 0) \in B^2,$$

$$c := (y_1, y_2, 0, 0) = (y, 0) \in B^2,$$

and

$$R := Q + 2\|c\| + \sqrt{2P - 2[a, d]} + 2\overline{q}(c) + (Q + \|c\|^2).$$

Let $n \geq 1$, and write $t^n := (L^n)^{-1}(d) \in B^2$. We note from (34.2) and (34.5) that

$$k^n(t^n) = P \quad \text{and} \quad \|t^n\| = \sqrt{\|d_1\|^2 + \|d_2 + d_4\|^2 + \|d_4\|^2/n^2} \leq Q.$$

Now $a := L^n(c)$, and so (34.4) implies that $[t^n, c] = [d, a]$. Since $k^n$ is a BC–function, Theorem 21.4 and Remark 21.5 give us $b^n \in \text{pos } k^n \cap (\text{neg } \overline{f_0} + c)$ such that

$$\|b^n - c\| \leq \|t^n - c\| + \sqrt{2k^n(t^n) - 2[t^n, c]} + 2\overline{q}(c) + \|t^n - c\|^2$$

$$= \|t^n - c\| + \sqrt{2P - 2[a, d]} + 2\overline{q}(c) + \|t^n - c\|^2$$

$$\leq Q + \|c\| + \sqrt{2P - 2[a, d]} + 2\overline{q}(c) + (Q + \|c\|)^2.$$

It is immediate from this that $\|b^n\| \leq R$. □
If there exists \( n \) with \( n \in \mathbb{N} \) such that \( s_1 = s_3 \) and \( s_1 s_3, s_4 = \|s_1 - s_3\| s_4\) then, using (34.5), this gives (34.9) and (34.10), we also have \( \left\| b_n \right\| \leq R \). Substituting into (34.15):

Thus, from (34.11) and (34.12),

\[
\begin{align*}
    f(s_1^n, s_2^n) + g(s_3^n, s_4^n) &= q(s_1^n, s_2^n) + q(s_3^n, s_4^n) \\
    &= q(b_1^n, b_2^n) + q(b_3^n, b_4^n) \\
    &\leq q(b_3^n, b_4^n) \\
    &= \left[ (b_1^n, b_2^n), y \right] - q(y) + q((b_1^n, b_2^n) - y) \\
    &= \left[ (b_1^n, b_2^n), y \right] - q(y) - g_0((b_1^n, b_2^n) - y).
\end{align*}
\]

If there exists \( n \) such that \( s_1^n = s_3^n \) then, using (34.5), this gives (34.9) with \( s := s^n \). So we can and will assume that, for all \( n \geq 1 \), \( s_1^n \neq s_3^n \). Using (34.5), (34.11) and (29.1), for all \( n \geq 1 \),

\[
\begin{align*}
    \langle s_1^n - s_3^n, s_4^n \rangle &= \langle b_3^n / n, -nb_4^n \rangle = -\langle b_3^n, b_4^n \rangle \\
    &= \|b_3^n\| \|b_4^n\| = \|b_3^n / n\| - nb_4^n = \|s_1^n - s_3^n\| s_4^n. \\
\end{align*}
\]

Thus, from (34.12) and (34.8),

\[
\|s_4^n\| \leq j(\|s_1^n\| + \|s_2^n\| + \|s_3^n\| + \|s_1^n - s_3^n\| s_4^n). 
\]

Using (34.5) and (34.10), \( \|s_1^n\| = \|b_1^n\| \leq R \), \( \|s_2^n + s_3^n\| = \|b_2^n\| \leq R \) and \( \|s_1^n - s_3^n\| = \|b_3^n / n\| \leq R / n \leq R \), from which \( \|s_3^n\| \leq 2R \). Combining with (34.14), we also have \( \|s_1^n - s_3^n\| s_4^n \leq R^2 \). Substituting into (34.15):

\[
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\]
Further, \( \|s^n_4\| \leq j(R + R + 2R + R^2) = j(4R + R^2) \).

Thus, by passing to a subnet, we can suppose that \( s^n \rightarrow s \in B \) with \( s_1 = s_3 \).

We now obtain (34.9) by passing to the limit in (34.13), and using the weak lower semicontinuity of \( f, g \) and \( g_0 \). Let \( w := (s_1, s_2 + s_4) \in B \). From (34.9),

\[
\begin{align*}
f(s_1, s_2) + g(s_1, s_4) & \leq \left[ w, y \right] - q(y) - g_0(w - y) \\
& = q(w) - q(w - y) - g_0(w - y) \\
& \leq q(w) = q(s_1, s_2) + q(s_1, s_4).
\end{align*}
\]

Since \( f \geq q \) and \( g \geq q \) on \( B \), \( (s_1, s_2) \in \text{pos } f \) and \( (s_1, s_4) \in \text{pos } g \), from which \( w \in M \). We also deduce from (34.16) that \( q(w - y) + g_0(w - y) = 0 \), from which \( w - y \in \text{neg } g_0 \). Thus \( y = w - (w - y) \in M - \text{neg } g_0 \). Since this construction can be carried out for all \( y \in E \times E^* \), Lemma 21.3 implies that \( M \) is maximally \( q \)-positive.

In what follows, if \( U: E \rightrightarrows E^* \) and \( x \in E \), we write \( |Ux| = \inf \|Ux\| \). The next result is an implicit version of the Brezis–Crandall–Pazy theorem on the perturbation of multifunctions (“implicit” because the quantity \( |Tx| \) appears on both sides of the inequality in (34.17)). The original explicit version will appear in Corollary 34.5, and a new explicit version in Corollary 34.6.

**Corollary 34.4.** Let \( E \) be a nonzero reflexive Banach space, \( S: E \rightrightarrows E^* \) and \( T: E \rightrightarrows E^* \) be maximally monotone, \( D(S) \subset D(T) \), and suppose that there exists an increasing function \( j: [0, \infty) \rightarrow [0, \infty] \) such that,

\[
x \in D(S) \implies |Tx| \leq j(\|x\| + (\|Sx\| - |Tx|) \lor 0). \quad (34.17)
\]

Then \( S + T \) is maximally monotone.

**Proof.** We first note from Lemma 23.4 that \( D(S_\varphi) \cap D(T_\varphi) \supset D(S) \neq \emptyset \), that is to say \( \pi_1 \text{dom } \varphi_S \cap \pi_1 \text{dom } \varphi_T \neq \emptyset \). We now show that (34.8) is satisfied with \( f := \varphi_S \) and \( g := \varphi_T \). To this end, suppose that \( s \in G(S) \times G(T), \ s_1 \neq s_3 \) and \( \langle s_1 - s_3, s_4 \rangle = \|s_1 - s_3\| \|s_4\| \).

This clearly implies that \( s_1 \in D(S) \subset D(T) \). Now let \( t^* \) be an arbitrary element of \( Ts_1 \). Since \( T \) is monotone,

\[
\langle s_1 - s_3, s_4 \rangle \leq \langle s_1 - s_3, t^* \rangle,
\]

and so

\[
\|s_1 - s_3\| \|s_4\| \leq \|s_1 - s_3\| \|t^*\|.
\]

Dividing by \( \|s_1 - s_3\| \) and taking the infimum over \( t^* \), we obtain \( \|s_4\| \leq |Ts_1| \). Since \( (s_1, s_2) \in G(S) \), we also have

\[
|Ss_1| \leq \|s_2\| \leq \|s_2 + s_4\| + \|s_4\| \leq \|s_2 + s_4\| + |Ts_1|,
\]
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and so $|Ss_1| - |Ts_1| \leq \|s_2 + s_4\|$, from which $(|Ss_1| - |Ts_1|) \lor 0 \leq \|s_2 + s_4\|$. Thus (34.17) implies that
\[
\|s_4\| \leq |Ts_1| \leq j(\|s_1\| + \|s_2 + s_4\|),
\]
and it now follows from Theorem 34.3 that $S + T$ is maximally monotone. \hfill \Box

**Corollary 34.5.** Let $E$ be a nonzero reflexive Banach space, $S$: $E \rightrightarrows E^*$ and $T$: $E \rightrightarrows E^*$ be maximally monotone, $D(S) \subset D(T)$, and suppose that there exist increasing functions $k$: $[0, \infty] \rightarrow [0, 1]$ and $C$: $[0, \infty] \rightarrow [0, \infty]$ such that,
\[
x \in D(S) \implies |Tx| \leq k(\|x\|)|Sx| + C(\|x\|).
\]
Then $S + T$ is maximally monotone.

**Proof.** Let $x \in D(S)$. From (34.18),
\[
(1 - k(\|x\|))|Tx| \leq k(\|x\|)(|Sx| - |Tx|) + C(\|x\|)
\leq k(\|x\|)(|Sx| - |Tx|) \lor 0 + C(\|x\|),
\]
and the result now follows from Corollary 34.4 with
\[
j(\rho) := \frac{k(\rho) + C(\rho)}{1 - k(\rho)}.
\]

In our final result, we allow $k$ to take values bigger than 1, but we replace $|Sx|$ by $|Sx|^p$ in the statement of Corollary 34.5.

**Corollary 34.6.** Let $E$ be a nonzero reflexive Banach space, $S$: $E \rightrightarrows E^*$ and $T$: $E \rightrightarrows E^*$ be maximally monotone, $D(S) \subset D(T)$, and suppose that $0 < p < 1$ and there exist increasing functions $k$: $[0, \infty] \rightarrow [0, \infty]$ and $C$: $[0, \infty] \rightarrow [0, \infty]$ such that,
\[
x \in D(S) \implies |Tx| \leq k(\|x\|)|Sx|^p + C(\|x\|).
\]
Then $S + T$ is maximally monotone.

**Proof.** Let $x \in D(S)$. From (34.19) and the fact that
\[
\lambda, \mu \geq 0 \implies (\lambda + \mu)^p \leq \lambda^p + \mu^p,
\]
we have
\[
|Tx| \leq k(\|x\|)(|Tx| \lor |Sx|)^p + C(\|x\|)
\leq k(\|x\|)(|Tx| + (|Sx| - |Tx|) \lor 0)^p + C(\|x\|)
\leq k(\|x\|)|Tx|^p + k(\|x\|)((|Sx| - |Tx|) \lor 0)^p + C(\|x\|).
\]
Now if $k(\|x\|)|Tx|^p \leq \frac{1}{2}|Tx|$ then this gives
\[
|Tx| \leq 2k(\|x\|)((|Sx| - |Tx|) \lor 0)^p + 2C(\|x\|),
\]
while if $\frac{1}{2}|Tx| < k(\|x\|)|Tx|^p$ then, of course, $|Tx| < (2k(\|x\|))^{1/(1-p)}$. Thus the result follows from Corollary 34.4, with
\[
j(\rho) := [2k(\rho)p^p + 2C(\rho)] \lor (2k(\rho))^{1/(1-p)}.
\]
Problem 34.7. Let \( f, g \in PCLSC(B) \) be BC–functions. Suppose that \( \pi_1 \text{dom } f \cap \pi_1 \text{dom } g \neq \emptyset \) and that there exists an increasing function \( j: [0, \infty[ \to [0, \infty[ \) such that

\[
\begin{align*}
\text{for } s \in \text{pos } f \times \text{pos } g, \ s_1 \neq s_3 \ \text{and } \ &\langle s_1 - s_3, s_4 \rangle = \| s_1 - s_3 \| \| s_4 \| \\
\implies \ &\| s_4 \| \leq j(\| s_1 \| + \| s_2 + s_4 \| + \| s_3 \| + \| s_1 - s_3 \| \| s_4 \|).
\end{align*}
\] (34.8)

Then is it true that, for all \( b \in B \), there exist \( a, c \in B \) such that \( a_1 = c_1 = b_1 \), \( a_2 + c_2 = b_2 \) and \( f@^\alpha(a) + g@^\alpha(c) \leq (f \oplus_2 g)^@^\alpha(a) \)? If the answer to this question is “yes”, then the results of this section can be more completely integrated into the theory of BC–functions.

Remark 34.8. We emphasize that, unlike in the analysis in [28], we do not use any renorming or fixed–point theorems in any of the results in this section.
VI Special maximally monotone multifunctions

35 The norm–dual of the space \( E \times E^* \) and \( \tilde{B}C \)–functions

We now develop the machinery that we will use for the discussion of the various subclasses of the maximally monotone multifunctions that we will consider in the following sections. The main result of this section is Theorem 35.8 which, together with its two corollaries, Corollary 35.9 and Corollary 35.10, will have direct applications in Sections 37, 39, 40 and 41. So let \( E \) be a nonzero Banach space, \( E^* \) be its topological dual space and \( B := E \times E^* \). In Section 22, we considered \( B \) as a SSD space. We recall that if \( b = (b_1, b_2) \in B \) then \( q(b) = \langle b_1, b_2 \rangle \). Of course, \( B \) is also a normed space under the norm \( \|(b_1, b_2)\| = \sqrt{\|b_1\|^2 + \|b_2\|^2} \). As in Definition 21.1, we write \( g_0 := \frac{1}{2} \| \cdot \|^2 \) on \( B \). Even though \( B \) is a SSD space and a Banach space, it is not a SSDB space if \( E \) is not reflexive, since the topology \( T_{\| \cdot \|}(B) \) is not \( B \)–compatible.

Following Notation 16.1, the norm–dual of \( B \) is \( B^* = E^{**} \times E^* \) under the pairing
\[
\langle b, v \rangle := \langle b_1, v_2 \rangle + \langle b_2, v_1 \rangle \quad (b = (b_1, b_2) \in B, \ v = (v_1, v_2) \in B^*),
\]
and the dual norm of \( B^* \) is given by \( \|(v_1, v_2)\| = \sqrt{\|v_1\|^2 + \|v_2\|^2} \). \( B^* \) is also a SSD space under the bilinear form
\[
[q, v] := \langle v_2, u_1 \rangle + \langle u_2, v_1 \rangle \quad (u = (u_1, u_2) \in B^*, \ v = (v_1, v_2) \in B^*).
\]
We define \( \tilde{\eta} : B^* \to \mathbb{R} \) by \( \tilde{\eta}(v) := \frac{1}{2} [v, v]^\top \). \( \tilde{\eta} \) is a quadratic form on \( B^* \) and, since \( \tilde{\eta}(v_1, v_2) = \langle v_2, v_1 \rangle \), bilinear on \( E^{**} \times E^* \). We write \( \iota \) for the linear isometry of \( B \) into \( B^* \) defined by \( \iota(b_1, b_2) := (\hat{b}_1, b_2) \). Clearly, \( \tilde{\eta} \circ \iota = \eta \).

Furthermore,
\[
v \in B^* \quad \implies \quad |\tilde{\eta}(v)| \leq \frac{1}{2} \|v\|^2. \tag{35.1}
\]
We note for future reference that we proved in (22.8) that if \( f \in \mathcal{PC}(B) \) then
\[
f@ = f^* \circ \iota \quad \text{on} \quad B.
\]
Let \( T_{\mathcal{W}_N}(B^*) \) be the topology \( w(E^{**}, E^*) \times T_{\| \cdot \|}(E^*) \) on \( B^* \). Then \( T_{\mathcal{W}_N}(B^*) \) is \( B^* \)–compatible. We will use frequently the easily verifiable result that if \( \{v_\gamma\} \) is a bounded net in \( B^* \) and \( v \in B^* \) then
\[ v_\gamma \to v \text{ in } T_{WN}(B^*) \implies \tilde{q}(v_\gamma) \to \tilde{q}(v). \]

We say that \( h: B \to ]-\infty, \infty] \) is a BC–function if \( h \) is a BC–function \( (\text{see (23.1)}) \) and \( h^* \geq \tilde{q} \) on \( B^* \). (If \( E \) is reflexive then this is equivalent to saying that \( h \) is a BC–function.) We say that \( h: B \to ]-\infty, \infty] \) is a TBC–function if \( h \) is a TBC–function \( (\text{see Definition 19.14}) \) and \( h^* \geq -\tilde{q} \) on \( B^* \). (If \( E \) is reflexive then this is equivalent to saying that \( h \) is a TBC–function.) We note from (35.1) that \( g_0 \) is a BC–function and a TBC–function.

We now give a useful example of a \( \tilde{B} \)–function. We remark that "\( k^{**} \)" in the next result stands for the full biconjugate of \( k \) (defined on \( E^{**} \)) — this is discussed in greater detail in Section 38.

**Lemma 35.1.** Let \( E \) be a nonzero Banach space, \( k \in \mathcal{PCLSC}(E) \) and \( g(c) := k(c_1) + k^*(c_2) \) \( (c = (c_1, c_2) \in E \times E^*) \). Then \( g \) is a BC–function.

**Proof.** Since \( g^*(v) = k^{**}(v_1) + k^*(v_2) \) \( (v = (v_1, v_2) \in E^{**} \times E^*) \), this is immediate from the Fenchel–Young inequality, (8.2), and the Fenchel–Moreau theorem, Corollary 12.4. \( \square \)

We next give an example of a maximally monotone \( (\text{single-valued and linear}) \) multifunction, \( S \), such that \( \varphi_S \) is not a BC–function. (In this connection, see Theorem 36.3.)

**Example 35.2.** Let \( E \) be a nonzero Banach space and \( S: E \to E^* \) be continuous, linear and skew, that is to say, for all \( x \in E \), \( \langle x, Sx \rangle = 0 \) or, equivalently, for all \( x, y \in E \), \( \langle x, Sy \rangle = -\langle y, Sx \rangle \). Then, considering \( S \) as a single–valued monotone multifunction, for all \( b = (b_1, b_2) \in E \times E^* \),

\[ \varphi_S(b) = \sup_{s \in E} \left[ \langle s, b_2 \rangle + \langle b_1, Ss \rangle - \langle s, Ss \rangle \right] = \sup_{s \in E} \langle s, b_2 - Sb_1 \rangle, \]

and so, \( \varphi_S = \mathbb{I}_{G(S)} \). It follows that, for all \( v = (v_1, v_2) \in E^{**} \times E^* \),

\[ \varphi_S^*(v) = \sup_{b \in E \times E^*} \left[ \langle b, v \rangle - \mathbb{I}_{G(S)}(b) \right] = \sup_{a \in G(S)} \langle a, v \rangle \]

\[ = \sup_{x \in E} \left[ \langle x, v_2 \rangle + \langle Sx, v_1 \rangle \right] = \sup_{x \in E} \langle x, v_2 + S^*v_1 \rangle, \]

and so \( \varphi_S^* = \mathbb{I}_{G(-S^*)} \). We are going to give an example where there exists \( (x^{**}, x^*) \in G(S^*) \) such that \( \langle x^*, x^{**} \rangle < 0 \). Then \( \varphi_S^*(x^{**}, -x^*) = 0 \) but \( \tilde{q}(x^{**}, -x^*) = -\langle x^*, x^{**} \rangle > 0 \), and so \( \varphi_S \) is not a BC–function.

Our example was originally due to Gossez, and the fact that it has the required properties follows from Bauschke–Borwein, \[9, \text{Theorem 4.1, pp. 10–12}\] — see also \[9, \text{Example 5.2, p. 15}\]. Here, we give a direct proof. Let \( E := \ell^1 \), and \( S: \ell^1 \to E^* \to \ell^\infty \) be defined by

\[ (Sx)_n = -\sum_{k<n} x_k + \sum_{k>n} x_k \quad (x \in \ell^1). \]

\( S \) is skew. Let \( e := (1, 1, 1, \ldots) \in \ell^\infty \) and, for all \( p \geq 1 \), \( e^{(n)} \) be the \( p \)th basic vector of \( \ell^1 \). Then \( (Se^{(n)})_n = 1 \) if \( n < p \) and \( (Se^{(n)})_n = -1 \) if \( n > p \). Since \( c_0 \)
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is a closed subspace of $\ell^\infty$ and $e \not\in c_0$, it follows from Theorem 4.4 that there exists $x^{**} \in E^{**}$ that vanishes on $c_0$ with $\langle e, x^{**} \rangle = 1$, for instance a “Banach limit”\!. It is clear from the above that $\langle e^{(p)}, S^e x^{**} \rangle = \langle S e^{(p)}, x^{**} \rangle = -1$, and so $S^e x^{**} = -e$. The result follows with $x^* := -e$ since $\langle -e, x^{**} \rangle = -1 < 0$.

We start off our analysis with a useful analog of Lemma 19.13. For this, we will need some notation: If $\psi \in PC(B^*)$ and $\psi \geq \tilde{q}$ on $B^*$, let
\[
\rho_\psi = \{ v \in B^* : \psi(v) = \tilde{q}(v) \}.
\]
Lemma 19.8 implies that if $\rho_\psi \neq \emptyset$ then $\rho_\psi$ is a $\tilde{q}$–positive subset of $B^*$.

Similarly, if $\psi \in PC(B^*)$ and $\psi \geq -\tilde{q}$ on $B^*$ let
\[
\rho_\psi = \{ v \in B^* : \psi(v) = -\tilde{q}(v) \}.
\]
As a special case of this, if $v \in \rho_0^*$ then, using the arguments of the first paragraph of Section 29,
\[
\|v_1\|^2 = \|v_2\|^2 = -\tilde{q}(v). \tag{35.3}
\]

We will use the following simple result many times:

**Lemma 35.3.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $b \in B$, $f \in PC(B)$ be a BC–function and $\iota(b) \in \rho f^*$. Then $b \in \rho f$.

**Proof.** Since $\tilde{q} \circ \iota(b) = f^* \circ \iota(b) = f^\#(b) \geq f(b) \geq q(b) = \tilde{q} \circ \iota(b) = \tilde{q}(w)$, it follows that $f(b) = q(b)$. \qed

**Lemma 35.4.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in PC(B)$, $f \geq q$ on $B$, $f^* \geq \tilde{q}$ on $B^*$ and $d \in B$. Then $f_d$ (see Lemma 19.13) $\geq q$ on $B^*$
\[
f_d^* = f^*(\cdot + \iota(d)) - \langle d, \cdot \rangle - q(d) \geq \tilde{q} \text{ on } B^*
\]
and
\[
\rho f_d^* = \rho f^* - \iota(d).
\]

**Proof.** For all $b \in B$,
\[
f_d(b) = f(b + d) - [b, d] - q(d) \geq q(b + d) - [b, d] - q(d) = q(b).
\]

Further, for all $v \in B^*$,
\[
f_d^*(v) = \sup_{b \in B} [\langle b, v \rangle + [b, d] + q(d) - f(b + d)]
\]
\[
= \sup_{e \in B} [\langle e - d, v \rangle + [e - d, d] + q(d) - f(e)]
\]
\[
= \sup_{e \in B} [\langle e, v \rangle + \langle e, \iota(d) \rangle - f(e)] - \langle d, v \rangle - q(d)
\]
\[
= f^*(v + \iota(d)) - \langle d, v \rangle - q(d) \geq \tilde{q}(v + \iota(d)) - \langle d, v \rangle - q(d) = \tilde{q}(v).
\]

Finally, since
\[
v \in \rho f_d^* \iff f^*(v + \iota(d)) - \langle d, v \rangle - q(d) = \tilde{q}(v)
\]
\[
\iff f^*(v + \iota(d)) = \tilde{q}(v + \iota(d)) \iff v + \iota(d) \in \rho f^*,
\]
we have $\rho f_d^* = \rho f^* - \iota(d)$, as required. \qed
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Our next “transversality” result is an analog of Theorem 19.16, which will be used explicitly in Lemma 35.6 and Theorem 36.3.

**Lemma 35.5.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, $f \geq q$ on $B$, $f^* \geq \tilde{q}$ on $B^*$, $g : B \to \mathbb{R}$ be a $T_{\|\|}(B)$–continuous convex function, $g \geq -q$ on $B$ and $g^* \geq -\tilde{q}$ on $B^*$. Then

$$
\tilde{\text{pos}} f^* + \tilde{\text{neg}} g^* \supset \iota(B).
$$

In particular, since $0 \in B$,

$$
\tilde{\text{pos}} f^* \cap (-\tilde{\text{neg}} g^*) \neq \emptyset.
$$

**Proof.** Let $d$ be an arbitrary element of $B$. As in Theorem 19.16,

$$
b \in B \implies f_d(b) + g(b) \geq q(b) - q = 0.
$$

Thus Rockafellar’s version of the Fenchel duality theorem, Corollary 8.6, gives $v \in B^*$ such that $f_d^*(v) + g^*(-v) \leq 0$. However,

$$
f_d^*(v) \geq \tilde{q}(v), \quad g^*(-v) \geq -\tilde{q}(-v) = -\tilde{q}(v) \quad \text{and} \quad \tilde{q}(v) - \tilde{q}(v) = 0.
$$

Consequently,

$$
f_d^*(v) = \tilde{q}(v) \quad \text{and} \quad g^*(-v) = -\tilde{q}(-v),
$$

that is to say, using Lemma 35.4, $v \in \tilde{\text{pos}} f_d^* = \tilde{\text{pos}} f^* - \iota(d)$, and also $-v \in \tilde{\text{neg}} g^*$. But then $\iota(d) = (\iota(d) + v) - v \in \tilde{\text{pos}} f^* + \tilde{\text{neg}} g^*$. \hfill \Box

Our next preliminary result is an analog of Theorem 21.4(b).

**Lemma 35.6.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f \in \mathcal{PC}(B)$, $f \geq q$ on $B$, $f^* \geq \tilde{q}$ on $B^*$, $d \in B$, and

$$
v \in \tilde{\text{pos}} f^* \implies q(v - \iota(d)) \geq 0.
$$

Then $\iota(d) \in \tilde{\text{pos}} f^*$.

**Proof.** Lemma 35.5 with $g := g_0$ provides us with $v \in \tilde{\text{pos}} f^*$ such that $g_0(\iota(d) - v) = -\tilde{q}(\iota(d) - v) = -\tilde{q}(v - \iota(d)) \leq 0$. Consequently, $v = \iota(d)$, which gives the required result. \hfill \Box

Our final preliminary result is an analog of Lemma 22.9.

**Lemma 35.7.** Let $E$ be a nonzero Banach space, $B := E \times E^*$ and $f, g \in \mathcal{PC}_{\text{LSC}}(B)$ be $BC$–functions.

(a) If

$$
\bigcup_{\lambda > 0} \lambda[\pi_1 \text{dom } f - \pi_1 \text{dom } g] \text{ is a closed subspace of } E
$$

then $f \oplus_2 g$ is a $BC$–function. Furthermore, $v \in \tilde{\text{pos}} (f \oplus_2 g)^*$ if, and only if, there exist $u \in \tilde{\text{pos}} f^*$ and $w \in \tilde{\text{pos}} g^*$ such that
if, and only if, there exist $u$ then $f$

(b) If
$$
\bigcup_{\lambda>0} \lambda [\pi_2 \text{dom } f - \pi_2 \text{dom } g] \text{ is a closed subspace of } E^*
$$
then $f \oplus_1 g \geq q$ on $B$ and $(f \oplus_1 g)^* \geq \bar{q}$ on $B^*$. Furthermore, $v \in \bar{\text{pos }} (f \oplus_1 g)^*$ if, and only if, there exist $u \in \bar{\text{pos }} f^*$ and $w \in \bar{\text{pos }} g^*$ such that
$$
u_1 + w_1 = v_1 \quad \text{and} \quad u_2 + w_2 = v_2.
$$
(For the reasons explained in Problem 22.12, we cannot assert that $f \oplus_1 g$ is a $\text{BC}$–function.)

**Proof.** In case (a), Lemma 22.9 implies that $f \oplus_2 g$ is a $\text{BC}$–function. From Remark 22.10, for all $v = (v_1, v_2) \in B^*$,

$$(f \oplus_2 g)^*(v)
= \min \{ f^*(u) + g^*(w) : u, w \in B^*, \ u_1 = w_1 = v_1, \ u_2 + w_2 = v_2 \}
\geq \inf \{ \bar{q}(u) + \bar{q}(w) : u, w \in B^*, \ u_1 = w_1 = v_1, \ u_2 + w_2 = v_2 \} = \bar{q}(v),$$

thus $f \oplus_2 g$ is a $\text{BC}$–function, and we obtain the required characterization of $\bar{\text{pos }} (f \oplus_2 g)^*$.

Case (b) is proved similarly, using Remark 22.11.

We now come to the main result of this section, which will be used (via Corollary 35.9 and Corollary 35.10) in Theorem 37.1, Theorem 39.1 and Theorem 40.1.

**Theorem 35.8.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $d \in B$, and $f, g \in \mathcal{PCLSC}(B)$ be $\text{BC}$–functions.

(a) Let
$$
\bigcup_{\lambda>0} \lambda [\pi_1 \text{dom } f - \pi_1 \text{dom } g] \text{ be a closed subspace of } E
$$
and
$$
u \in \bar{\text{pos }} f^*, \ w \in \bar{\text{pos }} g^* \text{ and } u_1 = w_1 \implies \langle u_2 + w_2 - d_2, u_1 - d_1 \rangle \geq 0. \quad (35.4)
$$
Then there exist $a \in \text{pos } f$ and $c \in \text{pos } g$ such that
$$
a_1 = c_1 = d_1 \quad \text{and} \quad a_2 + c_2 = d_2.
$$

(b) Let
$$
\bigcup_{\lambda>0} \lambda [\pi_2 \text{dom } f - \pi_2 \text{dom } g] \text{ be a closed subspace of } E^*,
$$
and
$$
u \in \bar{\text{pos }} f^*, \ w \in \bar{\text{pos }} g^* \text{ and } u_2 = w_2 \implies \langle u_2 - d_2, u_1 + w_1 - d_1 \rangle \geq 0, \quad (35.5)
$$
and
$$
(x^{**}, d_2) \in \bar{\text{pos }} g^* \implies x^{**} \in \hat{E}. \quad (35.6)
$$
Then there exist $a \in \text{pos } f$ and $c \in \text{pos } g$ such that
$$
a_1 + c_1 = d_1 \quad \text{and} \quad a_2 + c_2 = d_2.$$
Proof. (a) Lemma 35.7(a) implies that \( f \oplus 2g \) is a \( \tilde{\text{BC}} \)-function. Let \( v \in \text{pos} (f \oplus 2g)^* \). Then, from Lemma 35.7(a) again, there exist \( u \in \text{pos} f^* \) and \( w \in \text{pos} g^* \) such that
\[
 u_1 = w_1 = v_1 \quad \text{and} \quad u_2 + w_2 = v_2.
\]
But then, using (35.4),
\[
\tilde{q}(v - \iota(d)) = \langle v_2 - d_2, v_1 - \hat{d}_1 \rangle = \langle u_2 + w_2 - d_2, u_1 - \hat{d}_1 \rangle \geq 0,
\]
and so Lemma 35.6 implies that \( \iota(d) \in \text{pos} (f \oplus 2g)^* \). As above, there exist \( u \in \text{pos} f^* \) and \( w \in \text{pos} g^* \) such that
\[
 u_1 = w_1 = \hat{d}_1 \quad \text{and} \quad u_2 + w_2 = d_2.
\]
Let \( c := (d_1, w_2) \in B \), so that \( w = \iota(c) \). Since \( w \in \text{pos} g^* \), Lemma 35.3 implies that \( (d_1, w_2) = c \in \text{pos} g \). We can prove similarly that \( a := (d_1, u_2) \in \text{pos} f \), and (a) now follows.

(b) Arguing exactly as in (a), only using Lemma 35.7(b) and (35.5), there exist \( u \in \text{pos} f^* \) and \( w \in \text{pos} g^* \) such that
\[
 u_1 + w_1 = \hat{d}_1 \quad \text{and} \quad u_2 = w_2 = d_2.
\]
(35.6) now implies that there exists \( x \in E \) such that \( w_1 = \hat{x} \), and so \( u_1 = \hat{d}_1 - \hat{x} \). Let \( c := (x, d_2) \in B \), so that \( w = \iota(c) \). Since \( w \in \text{pos} g^* \), Lemma 35.3 implies that \( (x, d_2) = c \in \text{pos} g \). We can prove similarly that \( a := (d_1 - x, d_2) \in \text{pos} f \), and (b) now follows. \( \square \)

Corollary 35.9 below will be used explicitly in Theorem 37.1 and Theorem 40.1.

Corollary 35.9. Let \( E \) be a nonzero Banach space and \( D \) be a nonempty \( w(E^*, E) \)-compact convex subset of \( E^* \). Let \( B := E \times E^* \).

(a) Suppose that \( y \in E, h \in \mathcal{PCLSC}(B) \) is a \( \tilde{\text{BC}} \)-function and
\[
 v \in \text{pos} h^* \implies \langle v_2, v_1 - \hat{y} \rangle + \sup \langle D, v_1 - \hat{y} \rangle \geq 0. \tag{35.7}
\]
Then there exists \( x^* \in -D \) such that \( (y, x^*) \in \text{pos} h \).

(b) Suppose that \( d \in E \times \text{int } D, f \in \mathcal{PCLSC}(B) \) is a \( \tilde{\text{BC}} \)-function, \( \pi_2 \text{dom } f \cap \text{int } D \neq \emptyset \) and
\[
 u \in \text{pos} f^* \quad \text{and} \quad u_2 \in D \implies \tilde{q}(u - \iota(d)) \geq 0. \tag{35.8}
\]
Then \( d \in \text{pos } f \).
Proof. Define $k$: $E \to \mathbb{R}$ by $k := \sup \langle \cdot, D \rangle$. Then $k^* = \mathbb{1}_D$ and $k^{**} = \sup(D, \cdot)$. Define $g \in \mathcal{PCLSC}(B)$ by

$$c = (c_1, c_2) \in B \implies g(c) := k(c_1) + k^*(c_2).$$

From Lemma 35.1, $g$ is a $\tilde{B}C$–function and

$$w = (w_1, w_2) \in B^* \implies g^*(w) = k^{**}(w_1) + k^*(w_2).$$

Thus we have

$$c \in \text{pos } g \iff c_2 \in D \text{ and } \sup \langle c_1, D \rangle = \langle c_1, c_2 \rangle \quad (35.9)$$

and

$$w \in \text{pos } g^* \iff w_2 \in D \text{ and } \langle w_2, w_1 \rangle = \sup \langle D, w_1 \rangle, \quad (35.10)$$

from which

$$w \in \text{pos } g^* \text{ and } d \in E \times D \implies w_2 \in D \text{ and } \langle w_2 - d_2, w_1 \rangle \geq 0. \quad (35.11)$$

(a) Let $f := h_{(y, 0)}$. Lemma 19.13 and Lemma 35.4 imply that $f$ is a $BC$–function. Since $\pi_1 \text{dom } g = E$, $\bigcup_{\lambda > 0} \lambda [\pi_1 \text{dom } f - \pi_1 \text{dom } g] = E$. We now verify that (35.4) is satisfied with $d := 0$. To this end, let $u \in \text{pos } f^*$, $w \in \text{pos } g^*$ and $v_1 = w_1$. From Lemma 35.4 again, $u = (v_1 - \hat{g}, v_2)$ for some $v \in \text{pos } h^*$. (35.10) gives

$$\langle w_2, u_1 \rangle = \langle w_2, w_1 \rangle = \sup \langle D, w_1 \rangle = \sup \langle D, u_1 \rangle = \sup \langle D, v_1 - \hat{g} \rangle,$$

and combining this with (35.7) gives

$$\langle u_2 + w_2, u_1 \rangle = \langle v_2, v_1 - \hat{g} \rangle + \sup \langle D, v_1 - \hat{g} \rangle \geq 0.$$

Thus (35.4) is satisfied with $d = 0$, and (a) is now immediate from Lemma 19.13, Theorem 35.8(a) and (35.9).

(b) Since $\pi_2 \text{dom } g = D$ and $\pi_2 \text{dom } f \cap \text{int } D \neq \emptyset$, it follows that $\bigcup_{\lambda > 0} \lambda [\pi_2 \text{dom } f - \pi_2 \text{dom } g] = E^*$. We now verify that (35.5) is satisfied. To this end, let $u \in \text{pos } f^*$, $w \in \text{pos } g^*$ and $u_2 = w_2$. (35.10) and (35.8) imply that $u_2 \in D$ and thus $\hat{g}(u - \iota(d)) \geq 0$. Since $u_2 = w_2$, (35.11) gives

$$\langle u_2 - d_2, w_1 \rangle \geq 0.$$

Adding up these two inequalities, we have

$$\langle u_2 - d_2, u_1 + w_1 - \hat{d}_1 \rangle \geq 0,$$

and so (35.5) is satisfied. (35.6) is clear since if $(x^{**}, d_2) \in \text{pos } g^*$ then, from (35.10), $\langle d_2, x^{**} \rangle = \sup \langle D, x^{**} \rangle$ and, since $d_2 \in \text{int } D$, $x^{**} = 0 \in \tilde{E}$. Theorem 35.8(b) now gives $a \in \text{pos } f$ and $c \in \text{pos } g$ such that

$$a_1 + c_1 = d_1 \quad \text{and} \quad a_2 = c_2 = d_2.$$

From (35.9), $\sup \langle c_1, D \rangle = \langle c_1, d_2 \rangle$. Since $\text{int } D \ni d_2$, this implies that $c_1 = 0$, from which $d = a \in \text{pos } f$. This completes the proof of (b). □
Corollary 35.10 below will be used explicitly in Theorem 39.1 and Theorem 40.1.

**Corollary 35.10.** Let $E$ be a nonzero Banach space, $D$ be a nonempty bounded convex subset of $E$ and $\hat{D}$ be the $w(E^{**}, E^*)$–closure of $D$ in $E^{**}$. Let $B := E \times E^*$.

(a) Suppose that, $d \in \text{int } D \times E^*$, $f \in \mathcal{PCLSC}(B)$ is a $\overline{BC}$–function, $\pi_1 \text{dom } f \cap \text{int } D \neq \emptyset$ and

$$u \in \text{pos } f^* \text{ and } u_1 \in \hat{D} \implies \tilde{q}(u - \iota(d)) \geq 0. \tag{35.12}$$

Then $d \in \text{pos } f$.

(b) Suppose that $y^* \in E^*$, $h \in \mathcal{PCLSC}(B)$ is a $\overline{BC}$–function,

$$v \in \text{pos } h^* \implies \langle v_2 - y^*, v_1 \rangle + \sup \langle D, v_2 - y^* \rangle \geq 0, \tag{35.13}$$

and $D$ is $w(E, E^*)$–compact. Then there exists $x \in -D$ such that $(x, y^*) \in \text{pos } h$.

**Proof.** Define $k: E \to [0, \infty]$ by $k := \iota_D$. Then $k^* = \sup \langle D, \cdot \rangle$ and $k^{**} = \iota_{\hat{D}}$. Define $g \in \mathcal{PCLSC}(B)$ by:

$$c = (c_1, c_2) \in B \implies g(c) := k(c_1) + k^*(c_2).$$

From Lemma 35.1, $g$ is a $\overline{BC}$–function and

$$w = (w_1, w_2) \in B^* \implies g^*(w) = k^{**}(w_1) + k^*(w_2).$$

Thus we have

$$c \in \text{pos } g \iff c_1 \in D \text{ and } \sup \langle D, c_2 \rangle = \langle c_1, c_2 \rangle \tag{35.14}$$

and

$$w \in \text{pos } g^* \iff w_1 \in \hat{D} \text{ and } \langle w_2, w_1 \rangle = \sup \langle D, w_2 \rangle, \tag{35.15}$$

from which

$$w \in \text{pos } g^* \text{ and } d \in D \times E^* \implies w_1 \in \hat{D} \text{ and } \langle w_2, w_1 - \tilde{d}_1 \rangle \geq 0. \tag{35.16}$$

(a) Since $\pi_1 \text{dom } g = D$, and $\pi_1 \text{dom } f \cap \text{int } D \neq \emptyset$, it follows that

$$\bigcup_{\lambda > 0} \lambda \left[ \pi_1 \text{dom } f - \pi_1 \text{dom } g \right] = E.$$ 

We now verify that (35.4) is satisfied. To this end, let $u \in \text{pos } f^*$, $w \in \text{pos } g^*$ and $u_1 = w_1$. (35.15) and (35.12) imply that $u_1 \in \hat{D}$, and thus $\tilde{q}(u - \iota(d)) \geq 0$. Since $u_1 = w_1$, (35.16) also gives

$$\langle w_2, u_1 - \tilde{d}_1 \rangle \geq 0.$$ 

Adding up these two inequalities, we have

$$\langle u_2 + w_2 - d_2, u_1 - \tilde{d}_1 \rangle \geq 0,$$

and so (35.4) is satisfied. Theorem 35.8(a) now gives $a \in \text{pos } f$ and $c \in \text{pos } g$ such that

$$a_1 = c_1 = d_1 \quad \text{and} \quad a_2 + c_2 = d_2.$$
From (35.14), $\sup (D, c_2) = \langle d_1, c_2 \rangle$. Since $\text{int } D \ni d_1$, this implies that $c_2 = 0$, from which $d = a \in \text{pos } f$. This completes the proof of (a).

(b) Let $f := h_{(0, y^*)}$. Lemma 19.13 and Lemma 35.4 imply that $f$ is a BC–function. Since $\pi_2 \text{ dom } g = E^*$, $\bigcup_{\lambda>0} \lambda [\pi_2 \text{ dom } f - \pi_2 \text{ dom } g] = E^*$. We now verify that (35.5) is satisfied with $d := 0$. To this end, let $u \in \text{pos } f^*$, $w \in \text{pos } g^*$ and $u_2 = w_2$. From Lemma 35.4 again, $u = (v_1, v_2 - y^*)$ for some $v \in \text{pos } h^*$. (35.15) gives

$$\langle u_2, w_1 \rangle = \langle w_2, w_1 \rangle = \sup \langle D, w_2 \rangle = \sup \langle D, u_2 \rangle = \sup \langle D, v_2 - y^* \rangle,$$

and combining this with (35.13) gives

$$\langle u_2, u_1 + w_1 \rangle = \langle v_2 - y^*, v_1 \rangle + \sup \langle D, v_2 - y^* \rangle \geq 0.$$

Thus (35.5) is satisfied with $d = 0$. Finally, (35.6) is satisfied with $d = 0$ because if $(x^{**}, 0) \in \text{pos } g^*$ then (35.15) gives $x^{**} \in \hat{D}$, and the $w(E, E^*)$–compactness of $D$ implies that $\hat{D} = \hat{D} \subset \hat{E}$. (b) now follows from Lemma 19.13, Theorem 35.8(b) and (35.14).

36 Subclasses of the maximally monotone multifunctions

In recent years, many subclasses of the class of maximally monotone multifunctions have been introduced. In this section we introduce those that are “of type (D)”, those that are “of type (NI)”, those that are “of type (FP)”, those that are “of type (FPV)”, those that are “strongly maximally monotone”, those that are “of type (ANA)”, and those that are “of type (BR)”. There is an eighth subclass of the class of maximally monotone multifunctions which has a very interesting theory, those that are “of type (ED)”. The definition of these requires more preliminary work, and so it will be postponed until Definition 38.3. We will also discuss briefly the “ultramaximally monotone” multifunctions.

We first define multifunctions of type (D). These were essentially introduced by Gossez in [47, Lemme 2.1, p. 375] — see Phelps, [68, Section 3] for an exposition. Gossez considered this kind of multifunction in order to generalize to nonreflexive spaces some of the results previously known for reflexive spaces. In order to make this definition, we must introduce another concept due to Gossez: if $S \colon E \rightrightarrows E^*$, $\overline{S} \colon E^{**} \rightrightarrows E^*$ was originally defined by: $v = (v_1, v_2) \in G(\overline{S}) \iff \inf_{s \in G(S)} \langle s_2 - v_2, \hat{s}_1 - v_1 \rangle \geq 0$. In terms of our notation, this can be rewritten

$$v \in G(\overline{S}) \iff \inf_{s \in G(S)} \overline{q}(\iota(s) - v) \geq 0. \quad (36.1)$$

Using (23.4), this is equivalent to
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\[ v \in G(S) \iff \sup_{s \in G(S)} [\langle s, v \rangle - \varphi_S(s)] \leq \tilde{q}(v). \]

It follows that
\[ v \in E^{**} \times E^* \quad \text{and} \quad \varphi_S^*(v) = \tilde{q}(v) \implies v \in G(S). \quad (36.2) \]

**Definition 36.1.** Let \( E \) be a nonzero Banach space, \( B := E \times E^* \) and \( B^* = E^{**} \times E^* \). \( S \) is said to be maximally monotone of type (D) if \( S \) is maximally monotone and, for all \( v \in G(S) \), there exists a bounded net \( \{s_\gamma\} \) of elements of \( G(S) \) such that \( \iota(s_\gamma) \to v \) in \( T_{WN}(B^*) \).

If \( E \) is reflexive then every maximally monotone multifunction is of type (D) and, even if \( E \) is not reflexive, if \( f \in \mathcal{PCLSC}(E) \) then \( \partial f \) is of type (D). Gossez proved this latter result in [47] by adapting one of Rockafellar’s proof of the maximal monotonicity theorem. This proof involves some rather delicate functional analysis. We will prove a significant sharpening of Gossez’s result in Theorem 48.4(b), using the formula for the biconjugate of a maximum that we develop in Theorem 45.3(b).

We introduced multifunctions of type (NI) in [95, Definition 10, p. 183], motivated by some questions about the range of maximally monotone operators in nonreflexive spaces. Here is the definition — “NI” stands for “negative infimum”.

**Definition 36.2.** Let \( E \) be a nonzero Banach space and \( B^* = E^{**} \times E^* \). Let \( S: E \Rightarrow E^* \) be maximally monotone. According to the original definition, \( S \) is said to be of type (NI) if
\[ v = (v_1, v_2) \in B^* \implies \inf_{s \in G(S)} [\langle s_2 - v_2, \hat{s}_1 - v_1 \rangle] \leq 0. \]

In terms of our notation, this can be rewritten
\[ v \in B^* \implies \inf_{s \in G(S)} \tilde{q}(\iota(s) - v) \leq 0. \quad (36.3) \]

Using (23.4), this is equivalent to
\[ v \in B^* \implies \sup_{s \in G(S)} [\langle s, v \rangle - \varphi_S(s)] \geq \tilde{q}(v). \quad (36.4) \]

The importance of maximally monotone multifunctions of type (NI) stems from the following result. Part of Theorem 36.3(b) was proved in [95, Theorem 12(a), p. 184]. Theorem 36.3 will be used explicitly in Theorem 37.1, Theorem 39.1, Theorem 40.1 and Lemma 42.4.

**Theorem 36.3.** Let \( E \) be a nonzero Banach space, \( B^* = E^{**} \times E^* \) and \( S: E \Rightarrow E^* \) be maximally monotone.

(a) Let \( S \) be of type (D). Then \( S \) is of type (NI).

(b) Let \( S \) be of type (NI). Then \( \varphi_S \) is a BC-function, \( \widehat{\text{pos}} \varphi_S^* \subset G(S) \), and there exists \( v \in G(S) \) such that \( \|v_1\|^2 = \|v_2\|^2 = -\tilde{q}(v) \).
Proof. (a) If $S$ is maximally monotone of type (D) but not of type (NI) then (36.3) gives $\delta > 0$ and $v \in B^*$ such that $\inf_{s \in G(S)} \tilde{q}(\iota(s) - v) \geq \delta$. But then $v \in G(S)$ and so Definition 36.1 provides a bounded net $\{s_\gamma\}$ of elements of $G(S)$ such that $\iota(s_\gamma) \to v$ in $T_{WN}(B^*)$. Then, for all $\gamma$, $\tilde{q}(\iota(s_\gamma) - v) \geq \delta$. This is impossible since (35.2) implies that $\tilde{q}(\iota(s_\gamma) - v) \to \tilde{q}(v - v) = 0$.

(b) It is immediate from (23.11) and (36.4) that $\varphi_S$ is a $\text{BC}$–function, and from (36.2) that $\text{pos} \varphi_S^* \subset G(S)$. The rest follows from Lemma 35.5 with $g := g_0$ and (35.3). □

Problem 36.4. If $S$ is maximally monotone of type (NI) then does it necessarily follow that $S$ is maximally monotone of type (D)? It will be proved in Theorem 46.1(c) that the answer to this question is in the affirmative if $G(S)$ is convex.

It follows from Theorem 36.3(a) that maximally monotone multifunctions of type (NI) share the structural properties of type (D) multifunctions discussed above: if $E$ is reflexive then every maximally monotone multifunction on $E$ is of type (NI) (see also (23.11)) and, even if $E$ is not reflexive, subdifferentials are of type (NI).

The multifunctions of type (FP) were introduced by Fitzpatrick–Phelps in [43, Section 3]. Fitzpatrick–Phelps called these multifunctions “locally maximally monotone”. We have renamed them since many people have found the original terminology confusing. The motivation for their introduction was as follows. If $E$ is reflexive then every maximally monotone operator on $E$ can be approximated by “nicer” maximally monotone operators using the Moreau-Yosida approximation. If $E$ is nonreflexive then every subdifferential can also be approximated by “nicer” subdifferentials by using the operation of inf–convolution. So the question arises whether a general maximally monotone operators on a nonreflexive space can also be approximated by “nicer” maximally monotone operators in some appropriate sense. Fitzpatrick–Phelps defined an appropriate sense of approximation in [43], and showed that the multifunctions of type (FP) can be approximated by “nicer” maximally monotone operators in their sense.

Definition 36.5. Let $E$ be a nonzero Banach space. We say that a monotone multifunction $S$: $E \rightrightarrows E^*$ is of type (FP) if, for any open convex subset $U$ of $E^*$ and $d \in E \times U$ such that $U \cap R(S) \neq \emptyset$ and

$$s \in G(S) \text{ and } s_2 \in U \implies q(s - d) \geq 0 \quad (36.5)$$

then we have $d \in G(S)$. (If we take $U := E^*$, we see that every multifunction of type (FP) is maximally monotone.)

We will prove in Theorem 37.1 that every multifunction of type (D) is of type (FP). Thus, from what we already know about multifunctions of type (D), if $E$ is reflexive then every maximally monotone multifunction on $E$ is of type (FP) (see Fitzpatrick–Phelps, [43, Proposition 3.3, p. 585]) and, even
if $E$ is not reflexive, if $f \in PCLSC(E)$ then $\partial f$ is of type (FP) (see [91]). Finally, it was proved in Fitzpatrick–Phelps, [44, Theorem 3.7, p. 67] that

$$S \text{ is maximally monotone and } R(S) = E^* \implies S \text{ is of type (FP)}.$$  

**Remark 36.6.** The continuous linear skew operator already considered in Example 35.2 is not of type (FP). If we only ask that $S$ be positive rather than skew, it is possible to give the much simpler example below, known as the tail operator, which is taken from Phelps–Simons, [69, Remark 6.10, p. 324]. Let $E := \ell^1$, and $S : \ell^1 \to E^* = \ell^\infty$ be defined by

$$(Sx)_1 = \sum_{k \geq n} x_k \quad (x \in \ell^1).$$

Then $S$ is positive (exercise!). Let $e := (1, 1, 1, \ldots)$ and $e^{(1)} = (1, 0, 0, \ldots) \in \ell^\infty$. Since $c_0$ is a closed subspace of $\ell^\infty$ and $e \notin c_0$, it follows from Theorem 4.4 that there exists $x^{**} \in E^{**}$ that vanishes on $c_0$ with $\langle e, x^{**} \rangle = 2$. Now let

$$U := \{ x^* \in E^* : x^*_1 < \langle x^*, x^{**} \rangle \}.$$ 

Then $x^* \in E^*$ and $Sx \in U$ then $(x, e) < 0$ and, consequently,

$$q((x, Sx) - (0, e)) = \langle x - 0, Sx - e \rangle = \langle x, Sx \rangle - \langle x, e \rangle > 0.$$ 

Now $[S(-e^{(1)})]_1 = (-e^{(1)})_1 = -1$ and $\langle S(-e^{(1)}), x^{**} \rangle = \langle -e^{(1)}, x^{**} \rangle = 0$. Since $-1 < 0$, $S(-e^{(1)}) \in U$, and so $U \cap R(S) \neq \emptyset$. Thus if $S$ were of type (FP), it would follow from (36.6) that $(0, e) \in G(S)$, which is obviously impossible.

The multifunctions of type (FPV) were introduced by Fitzpatrick–Phelps in [44, p. 65] and Verona–Verona, [112, p. 268] by dualizing Definition 36.5.  

**Definition 36.7.** Let $E$ be a nonzero Banach space. We say that a monotone multifunction $S : E \rightrightarrows E^*$ is of type (FPV) if, for any open convex subset $U$ of $E$ and $d \in U \times E^*$ such that $U \cap D(S) \neq \emptyset$ and

$$s \in G(S) \text{ and } s_1 \in U \implies q(s - d) \geq 0$$

then we have $d \in G(S)$. (If we take $U := E$, we see that every multifunction of type (FPV) is maximally monotone.)
In Definition 38.3, we will define maximally monotone multifunctions of type (ED); we will observe in Theorem 38.4 that if \( E \) is reflexive then every maximally monotone multifunction on \( E \) is of type (ED); we will prove in Theorem 39.1 that every maximally monotone multifunction of type (ED) is of type (FVP); finally, we will prove in Theorem 48.4(b) that, even if \( E \) is not reflexive, if \( f \in PCLSC(E) \) then \( \partial f \) is of type (ED). Consequently, if \( E \) is reflexive then every maximally monotone multifunction on \( E \) is of type (FPV) (see Fitzpatrick–Phelps, [43, Proposition 3.3, p. 585]). It also follows that, even if \( E \) is not reflexive, if \( f \in PCLSC(E) \) then \( \partial f \) is of type (FPV). This was first proved by Fitzpatrick–Phelps in [44, Corollary 3.4, p. 66] and Verona–Verona in [112, Theorem 3, p. 269]. In addition, we will prove in Theorem 46.1(b) that every maximally monotone multifunction with convex graph is of type (FPV). Finally, it was noted in [44, Theorem 3.10, p. 68] that

\[
S \text{ is maximally monotone and } D(S) = E \implies S \text{ is of type (FPV)}.
\]

These observations lead naturally to the following problem. It will become clear in Theorem 44.1 that this could be a hard problem. The significance of multifunctions of type (FPV) is, to some extent, explained by Section 44.

**Problem 36.8.** Is every maximally monotone multifunction of type (FPV)?

**Definition 36.9.** Let \( E \) be a nonzero Banach space. We say that a multifunction \( S: E \rightrightarrows E^* \) is strongly maximally monotone if \( S \) is monotone and whenever \( C \) is a nonempty \( w(E,E^*) \)-compact convex subset of \( E \), \( y^* \in E^* \) and,

for all \( s \in G(S) \), there exists \( b \in C \times \{y^*\} \) such that \( q(s - b) \geq 0 \) (36.8)

then

\[
G(S) \cap (C \times \{y^*\}) \neq \emptyset \quad (36.9)
\]

and, further, whenever \( C \) is a nonempty \( w(E^*,E) \)-compact convex subset of \( E^* \), \( y \in E \) and,

for all \( s \in G(S) \), there exists \( b \in \{y\} \times C \) such that \( q(s - b) \geq 0 \) (36.10)

then

\[
G(S) \cap (\{y\} \times C) \neq \emptyset. \quad (36.11)
\]

Obviously, every strongly maximally monotone multifunction is maximal monotone. As we have already noted, if \( E \) is reflexive then every maximally monotone multifunction on \( E \) is of type (ED) and, even if \( E \) is not reflexive, if \( f \in PCLSC(E) \) then \( \partial f \) is of type (ED). We will prove in Theorem 40.1 that every maximally monotone multifunction of type (ED) is strongly maximally monotone. Consequently, if \( E \) is reflexive then every maximally monotone multifunction on \( E \) is strongly maximal. It also follows that, even if \( E \) is not reflexive, if \( f \in PCLSC(E) \) then \( \partial f \) is strongly maximal — this was
first proved in [93, Theorem 6.1 and Theorem 6.2, p. 1386], using the properties of sublinear functionals and directional derivatives. We will also prove in Theorem 46.1(a) that every maximally monotone multifunction with convex graph is strongly maximally monotone.

These observations lead naturally to the following problem:

**Problem 36.10.** Is every maximally monotone multifunction strongly maximally monotone?

We now discuss a class of multifunctions that have a property of a more metric character. In the following definition, “ANA” stands for “almost negative alignment”.

**Definition 36.11.** Let $E$ be a nonzero Banach space and $S : E \rightrightarrows E^*$ be maximally monotone. We say that $S$ is maximally monotone of type (ANA) if, whenever $b \in E \times E^* \setminus G(S)$ then, for all $n \geq 1$, there exists $s_n = (s_{n1}, s_{n2}) \in G(S)$ such that $s_{n1} \neq b_1$, $s_{n2} \neq b_2$ and

$$\frac{q(s_n - b)}{\|s_{n1} - b_1\| \|s_{n2} - b_2\|} \to -1 \quad \text{as} \quad n \to \infty.$$

It is clear from Corollary 29.3 that if $E$ is reflexive then every maximally monotone multifunction on $E$ is of type (ANA) — in fact the pathology exhibited in Remark 29.4 was the motivation for this definition. We proved in [96] that, even if $E$ is not reflexive, if $f \in \mathcal{PCLSC}(E)$ then $\partial f$ is maximally monotone of type (ANA). Both of these result are subsumed by the result to be proved in Theorem 42.6(b) that every maximally monotone multifunction of type (ED) is of type (ANA). On the other hand, it was proved in [11] that every continuous positive linear operator is maximally monotone of type (ANA) (see Theorem 47.7). This result is not subsumed by Theorem 42.6(b) — as can be seen by considering Example 35.2, or the example in Remark 36.6.

These observations lead naturally to the following problem:

**Problem 36.12.** Is every maximally monotone multifunction of type (ANA)? (We do not even know what the situation is for discontinuous positive linear operators.)

We next recall Torralba’s theorem, Theorem 29.9: Let $E$ be a nonzero reflexive Banach space, $T : E \rightrightarrows E^*$ be maximally monotone, $b \in E \times E^*$, $\alpha$, $\beta > 0$ and $\inf_{t \in G(T)} q(t - b) \geq -\alpha \beta$. Then there exists $t \in G(T)$ such that $\|t_1 - b_1\| \leq \alpha$ and $\|t_2 - b_2\| \leq \beta$. We first observe that there is no hope of proving a similar result in a nonreflexive space. To see this, let $T$ be the tail operator of Remark 36.6, and take $b := (-e^{(1)}, e) \in \ell^1 \times \ell^\infty$. We note that, for all $x \in \ell^1$, $\langle e^{(1)}, Tx \rangle = \langle x, e \rangle$, and so

$$\inf_{t \in G(T)} q(t - b) = \inf_{x \in \ell^1} \langle x + e^{(1)}, Tx - e \rangle = \inf_{x \in \ell^1} \langle x, Tx \rangle - 1 = -1$$

but, for all $t \in G(T)$, $t_2 \in c_0$ and so we cannot have $\|t_2 - b_2\| \leq 1/2$. 
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As we have already pointed out, Torralba’s theorem was motivated by
the Brøndsted–Rockafellar theorem for subdifferentials. We will, in fact, give
a generalization of Torralba’s theorem to the nonreflexive case in Theorem
42.10, however it holds for the extremely restricted subclass of the maximally
monotone multifunctions, which we call ultramaximal (see Definition 42.9).
So it makes sense to ask if, by modifying the question slightly, we can obtain
a useful result of a similar character that is true for a significant subclass of
the maximally monotone multifunctions in the nonreflexive case. With this
in mind, we make the following definition:

**Definition 36.13.** Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be maximally monotone. We say that $S$ is *maximally monotone of type (BR)* if, whenever $b \in E \times E^*$, $\alpha, \beta > 0$ and $\inf_{s \in G(S)} q(s - b) > -\alpha \beta$ then there exists $s \in G(S)$ such that $\|s_1 - b_1\| < \alpha$ and $\|s_2 - b_2\| < \beta$.

We will see in Theorem 42.6(c) that every maximally monotone multi-
function of type (ED) (see Definition 38.3) is of type (BR).

### 37 First application of Theorem 35.8: type (D) implies type (FP)

The result of Theorem 37.1 below was first established in [100, Theorem
17, pp. 405–406], using the “free convexification” of a multifunction and a
minimax theorem. The proof given here using the Fitzpatrick function and
Theorem 35.8 provide an enormous simplification.

**Theorem 37.1.** Let $E$ be a nonzero Banach space, and $S: E \rightrightarrows E^*$ be maximally monotone of type (D). Then $S$ is of type (FP).

**Proof.** Let $U$ be an open convex subset of $E^*$, $d \in E \times U$, $U \cap R(S) \neq \emptyset$ and

$$s \in G(S) \text{ and } s_2 \in U \quad \Rightarrow \quad q(s - d) \geq 0. \quad (36.5)$$

Now let $f := \varphi_S$. Then Theorem 36.3 implies that

$$f \text{ is a } \tilde{\mathcal{BC}}\text{-function and } \tilde{\text{pos}} f^* \subset G(S). \quad (37.1)$$

By hypothesis, there exists $y^* \in U \cap R(S)$. Since the segment $[d_2, y^*]$ is a compact subset of the open set $U$, we can choose $\varepsilon > 0$ so that

$$D := [d_2, y^*] + \{x^* \in E^*: \|x^*\| \leq \varepsilon\} \subset U.$$

We now show that the conditions of Corollary 35.9(b) are satisfied. Clearly
$d \in E \cap \text{int } D$. Lemma 23.4 gives us that $\pi_2 \text{dom } f \supset R(S) \ni y^*$, from which $\pi_2 \text{dom } f \cap \text{int } D \neq \emptyset$. Now let $u \in \text{pos } f^*$ and $u_2 \in D$. Since $S$ is of type (D), (37.1) and Definition 36.1 give a bounded net $\{s_\gamma\}$ of elements of $G(S)$ such that $i(s_\gamma) \to u$ in $T_{WN}(E^{**} \times E^*)$. Since $u_2 \in D \subset U$, eventually,
π_2(s_γ) ∈ U, and so, from (36.5), eventually \( \tilde{q}(\iota(s_γ) - \iota(d)) = q(s_γ - d) \geq 0 \). Passing to the limit and using (35.2), we have \( \tilde{q}(u - \iota(d)) \geq 0 \). Thus (35.8) is also satisfied.

Corollary 35.9(b) now implies that \( d \in \text{pos} \, f \). From (23.11), \( d \in G(S) \), which completes the proof that \( S \) is of type (FP).

\[ \boxed{\text{Remark 37.2.} \text{ Theorem 37.1 can be strengthened in two ways without a change of proof. Firstly, the assumption that } S \text{ is maximally monotone of type (D) can be relaxed to the assumption that } S \text{ is maximally monotone, } \varphi S^* \geq \tilde{q} \text{ on } E^{**} \times E^* \text{ and, whenever } u \in \text{pos} \, f^* \text{, there exists a bounded net } \{s_γ\} \text{ of elements of } G(S) \text{ such that } \iota(s_γ) \to u \text{ in } T_{WN}(E^{**} \times E^*). \text{ Secondly, in fact, } d \in G(S) \text{ whenever } U \text{ is an open convex subset of } E^* \text{ such that } U \cap R(S_γ) \neq \emptyset \text{ and } d \in E \times U \text{ satisfies (36.5).} } \]

38 \( T_{C\ell B}(E^{**}), \, T_{C\ell BN}(B^*) \) and type (ED)

In this section, we suppose that \( E \) is a nonzero Banach space, and we write \( B := E \times E^* \) and \( B^* = E^{**} \times E^* \). It is true (and was realized by Gossez) that it is advantageous to replace the topology \( T_{WN}(B^*) \) in Definition 36.1 by a stronger one. In this section, we will define \( T_{C\ell BN}(B^*) \), which is such a replacement, and produces a subclass of the maximally monotone multifunctions that has a number of extremely attractive properties. \( T_{C\ell BN}(B^*) \) is defined in terms of a topology, \( T_{C\ell B}(E^{**}) \), on \( E^{**} \).

Before embarking on the details, we make some general comments. Suppose that \( T \) is a topology on \( E^{**} \) such that \( (E^{**}, \, T) \) is a topological vector space, \( \widehat{E} \) is dense in \( (E^{**}, \, T) \) and the function \( \| \cdot \| \) is continuous on \( (E^{**}, \, T) \). Let \( x^{**} \) be an arbitrary element of \( E^{**} \). Then, by hypothesis, there exists a net \( \{x_γ\} \) of elements of \( E \) such that \( \widehat{x_γ} \to x^{**} \) in \( T \). Since \( (E^{**}, \, T) \) is a topological vector space, \( \widehat{x_γ} - x^{**} \to 0 \) in \( T \), and so \( \| \widehat{x_γ} - x^{**} \| \to 0 \). Since \( \widehat{\cdot} \) is a norm–isometry from \( E \) into \( E^{**} \), it follows that \( x^{**} \in \widehat{E} \). Thus \( E \) is reflexive. Put another way, if \( E \) is not reflexive (which is the interesting case), \( \widehat{E} \) is dense in \( (E^{**}, \, T) \) and the function \( \| \cdot \| \) is continuous on \( (E^{**}, \, T) \) then \( (E^{**}, \, T) \) cannot be a topological vector space. Consequently, the topology \( T_{C\ell B}(E^{**}) \) on \( E^{**} \) that we will introduce in Definition 38.1 will fail to make \( E^{**} \) a topological vector space in the interesting situations. However, \( T_{C\ell B}(E^{**}) \) and \( T_{C\ell BN}(B^*) \) have a number of nice properties, which are collected together in Lemma 38.2. Subtler properties of these topologies will be considered in Section 45.

The corresponding class of maximally monotone multifunctions, those that are of \( \text{“type (ED)”} \), will be introduced in Definition 38.3.

Now for the details. We write \( PCPC(E) \) for the set of all those \( f \in PC(E) \) such that \( \text{dom} \, f^* \neq \emptyset \). (The extra \( \text{“PC”} \) stands for \( \text{“propre conjugate”}. \) It is
clear from the Fenchel–Moreau theorem, Corollary 12.4, that
\[ f \in \mathcal{PCLSC}(E) \implies f \in \mathcal{PCPC}(E) \implies f^* \in \mathcal{PCLSC}(E^*). \]
Suppose now that \( f \in \mathcal{PCPC}(E) \). Then the (full) biconjugate, \( f^{**} \), of \( f \) is the function from the bidual, \( E^{**} \), of \( E \) into \([-\infty, \infty]\) defined by
\[
    f^{**}(x^{**}) := (f^*)^*(x^{**}) = \sup_{x^* \in E^*} \left[ \langle x^*, x^{**} \rangle - f^*(x^*) \right] \quad (x^{**} \in E^{**}).
\]
It follows easily that
\[
    f^{**} \text{ is } w(E^{**}, E^*)-\text{lower semicontinuous}, \quad (38.1)
\]
\[
    x \in E \implies f^{**}(\hat{x}) \leq f(x), \quad (38.2)
\]
\[
    t^{**} \in E^{**}, \ f^{**}(t^{**}) \leq 0 \text{ and } w^* \in E^* \implies \langle w^*, t^{**} \rangle \leq f^*(w^*). \quad (38.3)
\]
Furthermore, for all \( x^{**} \in E^{**} \), the Fenchel–Young inequality, (8.2), gives
\[
    f^{**}(x^{**}) = \sup_{x^* \in E^*} \left[ \langle x^*, x^{**} \rangle - f^*(x^*) \right] \\
    \leq \sup_{x^* \in E^*} \left\{ ||x^{**}|| ||x^*|| - f^*(x^*) \right\} \\
    = \sup_{x^* \in E^*} \sup_{x \in E, \ ||x|| \leq ||x^{**}||} \left[ \langle x, x^* \rangle - f^*(x^*) \right] \\
    \leq \sup_{x \in E, \ ||x|| \leq ||x^{**}||} f(x). \quad (38.4)
\]

**Definition 38.1.** We write \( \mathcal{CLB}(E) \) for the set of all convex functions \( f: E \to \mathbb{R} \) that are Lipschitz on the bounded subsets of \( E \) or equivalently, from Theorem 8.7, bounded above on the bounded subsets of \( E \). Consequently, (38.4) implies that
\[
    f \in \mathcal{CLB}(E) \implies f^{**} \in \mathcal{CLB}(E^{**}). \quad (38.5)
\]
We define the topology \( T_{\mathcal{CLB}}(E^{**}) \) on \( E^{**} \) to be the coarsest topology on \( E^{**} \) making all the functions \( h^{**}: E^{**} \to \mathbb{R} \) \((h \in \mathcal{CLB}(E))\) continuous. Then \( T_{\mathcal{CLBN}}(B^*) \) stands for the topology \( T_{\mathcal{CLB}}(E^{**}) \times T_{\|\|}(E^*) \) on \( B^* \). If \( C \subset B \), we write \( C^{\mathcal{CLBN}} \) for the closure of \( i(C) \) with respect to \( T_{\mathcal{CLBN}}(B^*) \).

We recall that if \( \theta \) is a map from a topological space into \( E^{**} \) then \( \theta \) is continuous into \( T_{\mathcal{CLB}}(E^{**}) \) if, and only if, for all \( h \in \mathcal{CLB}(E) \), \( h^{**} \circ \theta \) is continuous into \( \mathbb{R} \); further, if \( \{x_\gamma^{**}\} \) is a net of elements of \( E^{**} \) and \( x^{**} \in E^{**} \) then \( x_\gamma^{**} \to x^{**} \) in \( T_{\mathcal{CLB}}(E^{**}) \) if, and only if, for all \( h \in \mathcal{CLB}(E) \), \( h^{**}(x_\gamma^{**}) \to h^{**}(x^{**}) \) in \( \mathbb{R} \).

In the next lemma, we collect together the basic properties of \( T_{\mathcal{CLB}}(E^{**}) \). Subtler properties of \( T_{\mathcal{CLB}}(E^{**}) \) will be considered in Section 45.
Lemma 38.2. Let $E$ be a nonzero Banach space. 
(a) If $x^* \in E^*$ then the map from $(E^{**}, \mathcal{CLB}(E^{**}))$ into $\mathbb{R}$ defined by $x^{**} \mapsto \tilde{q}(x^{**}, x^*)$ is continuous. 
(b) If $x \in E$ then the map from $(E^{**}, \mathcal{CLB}(E^{**}))$ into $\mathbb{R}$ defined by $x^{**} \mapsto \|x^{**} - \hat{x}\|$ is continuous. 
(c) If $x \in E$ then the map from $(E^{**}, \mathcal{CLB}(E^{**}))$ into itself defined by $x^{**} \mapsto x^{**} - \tilde{x}$ is continuous. 
(d) If $\lambda \in \mathbb{R}$ then the map from $(E^{**}, \mathcal{CLB}(E^{**}))$ into itself defined by $x^{**} \mapsto \lambda x^{**}$ is continuous. 
(e) The map $\tilde{q}$ is continuous from $(B^*, \mathcal{CLB}_N(B^*))$ into $\mathbb{R}$. 
(f) $w(E^{**}, E^*) \subset \mathcal{CLB}(E^{**}) \subset T_{\| \|}(E^{**})$.  
(g) Let $\{x_\gamma\}$ be a net of elements of $E$ and $x \in E$. Then 
\[ \hat{x}_\gamma \rightarrow \hat{x} \text{ in } \mathcal{CLB}(E^{**}) \iff x_\gamma \rightarrow x \text{ in } T_{\| \|}(E). \]
(h) $T_{\mathcal{CLB}}(E^{**}) = w(E^{**}, E^*) \iff E$ is finite dimensional.

Proof. (a) follows since, if $h := x^* \in \mathcal{CLB}(E)$, then $h^{**} = \tilde{q}(\cdot, x^*)$. Likewise, (b) follows since, if $h := \| \cdot - x \| \in \mathcal{CLB}(E)$, then $h^{**} = \| \cdot - \tilde{x} \|$. 
(c) follows since, if $h \in \mathcal{CLB}(E)$ and we define $g \in \mathcal{CLB}(E)$ by $g := h(\cdot - x)$, then $g^{**} = h^{**}(\cdot - \tilde{x})$. Likewise, (d) follows since, if $h \in \mathcal{CLB}(E)$ and we define $g \in \mathcal{CLB}(E)$ by $g := h(\lambda \cdot)$, then $g^{**} = h^{**}(\lambda \cdot)$. (Here, the cases $\lambda > 0$, $\lambda < 0$ and $\lambda = 0$ must be handled separately, and the $\lambda = 0$ case uses the Fenchel–Moreau theorem, Corollary 12.4.) 
(e) Let $\{v_\gamma\} = \{(v_{\gamma 1}, v_{\gamma 2})\}$ be a net of elements of $B^*$, $v \in B^*$ and $v_\gamma \rightarrow v$ in $\mathcal{T}_{\mathcal{CLB}_N}(B^*)$. From (a) with $x^* := v_2$, $\tilde{q}(v_{\gamma 1}, v_2) \rightarrow \tilde{q}(v)$ and, from (b) with $x := 0$, $\|v_{\gamma 1}\| \rightarrow \|v_1\|$, and so $\{v_{\gamma 1}\}$ is eventually bounded. Since 
\[ |\tilde{q}(v_\gamma) - \tilde{q}(v)| = |\tilde{q}(v_\gamma) - \tilde{q}(v_{\gamma 1}, v_2) + \tilde{q}(v_{\gamma 1}, v_2) - \tilde{q}(v)| \leq \|v_{\gamma 1}\| \|v_{\gamma 2} - v_2\| + |\tilde{q}(v_{\gamma 1}, v_2) - \tilde{q}(v)|, \]
it follows that $\tilde{q}(v_\gamma) \rightarrow \tilde{q}(v)$ in $\mathbb{R}$. 
(f) It is clear from (a) that $w(E^{**}, E^*) \subset T_{\mathcal{CLB}}(E^{**})$, and from (38.5) that $T_{\mathcal{CLB}}(E^{**}) \subset T_{\| \|}(E^{**})$. 
(g) $(\iff)$ is clear from (f) and the fact that $\tilde{i}$ is an isometry. For $(\implies)$, consider the element $h$ of $\mathcal{CLB}(E)$ already used in (b). 
(h) $(\implies) \quad$ If $T_{\mathcal{CLB}}(E^{**}) = w(E^{**}, E^*)$ then, from (g), $T_{\| \|}(E) = w(E, E^*)$.  
It is well known that this implies that $E$ is finite dimensional. $(\iff)$ follows from (f). 

We now come to the definition of “type (ED)”.

Definition 38.3. We say that $S$: $E \rightharpoonup E^*$ is maximally monotone of type (ED) if $S$ is maximally monotone and $G(S) \subset G(\overline{S})_{\mathcal{CLB}_N}$. 

It is clear from Lemma 38.2(b,f) that every maximally monotone multifunction of type (ED) is of type (D). On the other hand, in every case where it has been proved that a multifunction is maximally monotone of type (D)
then it is also of type (ED) (see Theorem 38.4, Theorem 46.1(c) and Theorem 48.4(b)).

Maximally monotone multifunctions of type (ED) were introduced in [98, Definition 35.1, p. 138] under the name “type (DS)”, but their properties were not fully exploited until [99], [100], and [106].

We leave the proof of the following simple result to the reader.

**Theorem 38.4.** If $E$ is reflexive then every maximally monotone multifunction $S$: $E \rightharpoonup E^*$ is of type (ED).

### 39 Second application of Theorem 35.8: type (ED) implies type (FPV)

The result of Theorem 39.1 below was first established in [100, Theorem 20, pp. 407–409], using the “free convexification” of a multifunction and a minimax theorem. The proof given here using the Fitzpatrick function and Theorem 35.8 provide an enormous simplification, and avoids the excursion to $E^{**}$ made in [100].

**Theorem 39.1.** Let $E$ be a nonzero Banach space and $S$: $E \rightharpoonup E^*$ be maximally monotone of type (ED). Then $S$ is of type (FPV).

**Proof.** Let $U$ be an open convex subset of $E$, $d \in U \times E^*$, $U \cap D(S) \neq \emptyset$ and

$$s \in G(S) \text{ and } s_1 \in U \implies q(s - d) \geq 0. \quad (36.7)$$

Now let $f := \varphi_S$. Then Theorem 36.3 implies that

$$f \text{ is a } \widehat{BC} \text{–function and } \widehat{\text{pos}} f^* \subset G(S). \quad (39.1)$$

By hypothesis, there exists $y \in U \cap D(S)$. Since the segment $[d_1, y]$ is a compact subset of the open set $U$, we can choose $\varepsilon > 0$ so that

$$[d_1, y] + \{x \in E: \|x\| \leq 2\varepsilon\} \subset U.$$

Let

$$D := [d_1, y] + \{x \in E: \|x\| \leq \varepsilon\}.$$

We now show that the conditions of Corollary 35.10(a) are satisfied. Clearly $d \in \text{int} D \times E^*$. Further, Lemma 23.4 gives us that $\pi_1 \text{dom } f \supset D(S) \ni y$, and so $\pi_1 \text{dom } f \cap \text{int } D \neq \emptyset$. Finally, let $u \in \text{pos } f^*$ and $u_1 \in \bar{D}$. Since $S$ is of type (ED), (39.1) and Definition 38.3, give a net $\{s_\gamma\} = \{(s_{\gamma 1}, s_{\gamma 2})\}$ of elements of $G(S)$ such that

$$\iota(s_\gamma) \rightharpoonup u \text{ in } T_{C\mathcal{CB}N}(E^{**} \times E^*).$$
Since $u_1 \in \tilde{D}$, it follows from the Banach–Alaoglu theorem, Theorem 4.1, that there exists $x \in [d_1, y]$ such that $\|u_1 - \tilde{x}\| \leq \varepsilon$. Now Lemma 38.2(b) implies that $\|s_{\gamma_1} - \tilde{x}\| \to \|u_1 - \tilde{x}\|$, and so, eventually, $\|s_{\gamma_1} - \tilde{x}\| \leq 2\varepsilon$, from which, eventually, $s_{\gamma_1} \in U$ and so, from (36.7), eventually $\tilde{q}(\iota(s_{\gamma_1}) - \iota(d)) = q(s_{\gamma_1} - d) \geq 0$. Passing to the limit using Lemma 38.2(e), $\tilde{q}(u - \iota(d)) \geq 0$, and so (35.12) is satisfied.

Corollary 35.10(a) now implies that $d \in \text{pos} f$. From (23.11), $d \in G(S)$. This completes the proof that $S$ is of type (FPV). □

**Remark 39.2.** Theorem 39.1 can be strengthened in two ways without a change of proof. Firstly, the assumption that $S$ is maximally monotone of type (ED) can be relaxed to the assumption that $S$ is maximally monotone, $\varphi_{S^*} \geq \tilde{q}$ on $E^* \times E^*$ and $\text{pos} \varphi_S \subset G(S)^{\text{CBN}}$. Secondly, in fact, $d \in G(S)$ whenever $U$ is an open convex subset of $E$ such that $U \cap D(S_{\varphi}) \neq \emptyset$ and $d \in U \times E^*$ satisfies (36.7).

### 40 Final applications of Theorem 35.8: type (ED) implies strong

The result of Theorem 40.1 below was first established in [100, Theorem 15, pp. 400–402], using the “free convexification” of a multifunction and a minimax theorem. The proof given here using the Fitzpatrick function and Theorem 35.8 provide an enormous simplification, and avoids the excursion to $E^{***}$ made in [100].

**Theorem 40.1.** Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (ED). Then $S$ is strongly maximal.

**Proof.** As usual, let $B := E \times E^*$ and $B^* := E^{**} \times E^*$. Let $h := \varphi_S$. Then Theorem 36.3 implies that $h$ is a BC–function and $\text{pos} h^* \subset G(S)$.

We suppose first that $C$ is a nonempty $w(E, E^*)$–compact convex subset of $E$, $y^* \in E^*$ and

for all $s \in G(S)$, there exists $b \in C \times \{y^*\}$ such that $q(s - b) \geq 0$, (36.8)

and we will prove that (36.9) is satisfied. Let $D := -C$. From (36.8), for all $s \in G(S)$, there exists $y \in D$ such that $\langle s + y, s - y^* \rangle \geq 0$, from which

$$s \in G(S) \implies \langle s_1, s_2 - y^* \rangle + \sup \langle D, s_2 - y^* \rangle \geq 0. \quad (40.1)$$

We now verify that (35.13) is satisfied. To this end, let $v \in \text{pos} h^* \subset G(S)$. Since $S$ is of type (D), Definition 36.1 provides a bounded net $\{s_{\gamma}\} = \{(s_{\gamma_1}, s_{\gamma_2})\}$ of elements of $G(S)$ such that $\iota(s_{\gamma}) \to v$ in $T_{W^N}(B^*)$, from which $s_{\gamma_2} \to v_2$ in $T_{\|\|}(E^*)$. Now (40.1) implies that,

for all $\gamma$, $\langle s_{\gamma_1}, s_{\gamma_2} - y^* \rangle + \sup \langle D, s_{\gamma_2} - y^* \rangle \geq 0$. 
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It is easily seen that the function $\sup\langle D, \cdot \rangle$ is continuous on $E^*$ so, passing to the limit using (35.2), we obtain (35.13).

Corollary 35.10(b) now gives $x \in C$ such that $(x, y^*) \in \text{pos}^h$. From (23.11), $(x, y^*) \in G(S) \cap (C \times \{y^*\})$, completing the proof of (36.9).

We now suppose that $C$ is a nonempty $w(E^*, E)$–compact convex subset of $E^*$, $y \in E$ and

for all $s \in G(S)$, there exists $b \in \{y\} \times C$ such that $q(s - b) \geq 0$, (36.10)

and we will prove that (36.11) is satisfied. Let $D := -C$. From (36.10), for all $s \in G(S)$, there exists $y^* \in D$ such that $\langle s_1 - y, s_2 + y^* \rangle \geq 0$, from which

$$s \in G(S) \implies \langle s_1 - y, s_2 \rangle + \sup \langle s_1 - y, D \rangle \geq 0. \quad (40.2)$$

We now verify that (35.7) is satisfied. To this end, let $v \in \widetilde{\text{pos}} h^* \subset G(S)$. Since $S$ is of type (ED), Definition 38.3 gives a net $\{s_\gamma\} = \{(s_\gamma 1, s_\gamma 2)\}$ of elements of $G(S)$ such that $\iota(s_\gamma) \to v$ in $T_{\text{CLBN}}(B^*)$, and it follows from Lemma 38.2(c) that $(s_\gamma 1 - \hat{y}, s_\gamma 2) \to (v_1 - \hat{y}, v_2)$ in $T_{\text{CLBN}}(B^*)$. From (40.2),

for all $\gamma$, $\langle s_\gamma 1 - y, s_\gamma 2 \rangle + \sup \langle s_\gamma 1 - y, D \rangle \geq 0.$

Lemma 38.2(e) implies that $\langle s_\gamma 1 - y, s_\gamma 2 \rangle \to \langle v_2, v_1 - \hat{y} \rangle$ and, since the function $\sup\langle \cdot, D \rangle$ is in $\text{CLB}(E)$ and its biconjugate is the function $\sup\langle D, \cdot \rangle$, the definition of $T_{\text{CLB}}(E^{**})$ implies that $\sup\langle s_\gamma 1 - y, D \rangle \to \sup\langle D, v_1 - \hat{y} \rangle$. So, passing to the limit, we obtain (35.7).

Corollary 35.9(a) now gives $x^* \in -D$ such that $(y, x^*) \in \text{pos} h$. From (23.11), $(y, x^*) \in G(S) \cap (\{y\} \times C)$, completing the proof of (36.11). \qed

**Remark 40.2.** Theorem 40.1 can be strengthened without a change of proof. The assumption that $S$ is maximally monotone of type (ED) can be relaxed to the assumption that $S$ is maximally monotone, $\varphi_S^* \geq \bar{q}$ on $E^{**} \times E^*$ and $\widetilde{\text{pos}} \varphi_S^* \subset G(S)^{\text{CLBN}}$.

**Corollary 40.3.** If $E$ is reflexive then every maximally monotone multifunction $S$: $E \rightrightarrows E^*$ is strongly maximal.

**Proof.** This is immediate from Theorem 38.4 and Theorem 40.1.

### 41 Strong maximality and coercivity

**Theorem 41.1.** Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be strongly maximally monotone. Suppose that $y \in E$, $K \geq 0$ and

$$s \in G(S) \text{ and } \|s_2\| > K \implies \langle s_1 - y, s_2 \rangle \geq 0. \quad (41.1)$$

Then there exists $x^* \in E^*$ such that $\|x^*\| \leq K$ and $(y, x^*) \in G(S)$ and, in particular, $y \in D(S)$.
Proof. It is easily seen from (41.1) that
\[ s \in G(S) \implies \langle s_1 - y, s_2 \rangle + K\|s_1 - y\| \geq 0. \]

We write \( C := \{ x^* \in E^* : \|x^*\| \leq K \} \). Now let \( s \in G(S) \). From the one-dimensional form of the Hahn–Banach theorem, Corollary 2.4, we can choose \( C \) such that \( \langle s_1 - y, y^* \rangle = -K\|s_1 - y\| \), from which \( \langle s_1 - y, s_2 - y^* \rangle \geq 0 \). Furthermore, the Banach–Alaoglu theorem, Theorem 4.1, implies that \( C \) is \( w(E^*, E) \)-compact. Taking \( b := (y, y^*) \), we see that (36.10) is satisfied. The result now follows from the strong maximal monotonicity of \( S \). \( \square \)

**Corollary 41.2.** Let \( E \) be a nonzero Banach space, \( S : E \rightharpoonup E^* \) be strongly maximally monotone, and \( S^{-1} : E^* \rightharpoonup E \) be coercive, that is to say \( \inf \{ S^{-1} x^*, x^* \} / \|x^*\| \to \infty \) as \( \|x^*\| \to \infty \). Then \( D(S) = E \).

**Proof.** Let \( y \) be an arbitrary element of \( E \). Chose \( K \geq 0 \) so that
\[ x^* \in E^* \text{ and } \|x^*\| > K \implies \inf \{ S^{-1} x^*, x^* \} / \|x^*\| \geq \|y\|. \]

If \( s \) is an arbitrary element of \( G(S) \) and \( \|s_2\| > K \) then \( q(s) / \|s_2\| \geq \|y\| \), from which \( \langle s_1 - y, s_2 \rangle \geq 0 \). The result now follows from Theorem 41.1. \( \square \)

**Theorem 41.3.** Let \( E \) be a nonzero reflexive Banach space and \( S : E \rightharpoonup E^* \) be maximally monotone. Suppose that \( y^* \in E^* \), \( K \geq 0 \) and
\[ s \in G(S) \text{ and } \|s_1\| > K \implies \langle s_1 - s_2 - y^* \rangle \geq 0. \] \[ (41.2) \]
Then there exists \( x \in E \) such that \( \|x\| \leq K \) and \( (x, y^*) \in G(S) \) and, in particular, \( y^* \in R(S) \).

**Proof.** Corollary 40.3 implies that \( S^{-1} : E^* \rightharpoonup E \) is strongly maximal, and so the result follows from Theorem 41.1. \( \square \)

**Corollary 41.4.** Let \( E \) be a nonzero reflexive Banach space and \( S : E \rightharpoonup E^* \) be maximally monotone and coercive, that is to say \( \inf \langle x, Sx \rangle / \|x\| \to \infty \) as \( \|x\| \to \infty \). Then \( R(S) = E^* \).

**Proof.** Let \( y^* \) be an arbitrary element of \( E^* \). Chose \( K \geq 0 \) so that
\[ x \in E \text{ and } \|x\| > K \implies \inf \langle x, Sx \rangle / \|x\| \geq \|y^*\|. \]

If \( s \) is an arbitrary element of \( G(S) \) and \( \|s_1\| > K \) then \( q(s) / \|s_1\| \geq \|y^*\| \), from which \( \langle s_1, s_2 - y^* \rangle \geq 0 \). The result now follows from Theorem 41.3. \( \square \)

**Remark 41.5.** Corollary 41.4 fails badly if we drop the hypothesis of reflexivity. Gossez proved in [48, Proposition 2, p. 90] that if \( S : l^1 \to l^\infty \) is the skew linear operator defined in Example 35.2 then there exist arbitrarily small \( \lambda > 0 \) such that \( R(S + \lambda J) \) is not even dense in \( l^\infty \). Fitzpatrick–Phelps gave a more explicit example in [44, Example 3.2, pp. 63–64]: they proved that if the skew linear operator \( S : L^1[0,1] \to L^\infty[0,1] \) is defined by \( S(x) := \int_0^t x - \int_0^1 x \) then \( x^* \in R(S + J) \implies \|x^* - 1\| \geq 1/3 \). (The maximal
monotonicity of the sums follow from Voisei’s theorem, Theorem 51.1 — the coercivity of the sums is obvious.)

42 Type (ED) implies type (ANA) and type (BR)

The first generalization of Torralba’s theorem, Theorem 29.9, to the non-reflexive case was established by Revalski–Théra in [73, Theorem 3.7, pp. 512–513]. They proved the following:

Theorem 42.1. Let $T: E \rightrightarrows E^*$ be maximally monotone of type (D), $b \in E \times E^*$, $\alpha, \beta > 0$ and $\inf_{t \in G(T)} q(t - b) \geq -\alpha \beta$. Then there exists $v \in G(T)$ such that $\parallel v_1 - \hat{b}_1 \parallel \leq \alpha$ and $\parallel v_2 - b_2 \parallel \leq \beta$.

The main result of this section is Theorem 42.6, in which we show that if we consider multifunctions of type (ED) rather than of type (D) and change the inequalities from “$\geq$” and “$\leq$” to “$>$” and “$<$”, respectively, then there is a result analogous to Theorem 42.1 in which the approximation to $w$ can be taken in $G(T)$ rather than in $G(T)$. Further, if $w \notin G(T)$ then we can control both the ratios

$$\frac{\parallel t_1 - w_1 \parallel}{\parallel t_2 - w_2 \parallel}$$

and

$$\frac{q(t - w)}{\parallel t_1 - w_1 \parallel \parallel t_2 - w_2 \parallel}.$$

This control is best explained using the concept of negative alignment pair, which we now describe.

Definition 42.2. Let $T: E \rightrightarrows E^*$, $b \in E \times E^*$ and $\rho, \sigma \geq 0$. We say that $(\rho, \sigma)$ is a negative alignment pair for $T$ with respect to $b$ if there exists a sequence $\{t_m\}_{m \geq 1} = \{(t_{m1}, t_{m2})\}_{m \geq 1}$ of elements of $G(T)$ for which

$$\lim_{m \to \infty} \parallel t_{m1} - b_1 \parallel = \rho, \quad \lim_{m \to \infty} \parallel t_{m2} - b_2 \parallel = \sigma \quad \text{and} \quad \lim_{m \to \infty} q(t - b) = -\rho \sigma.$$

Theorem 42.3(a) contains an “antimonotone” property of negative alignment pairs, and Theorem 42.3(b) contains a uniqueness theorem for negative alignment pairs — both for the case when $T$ is monotone.

Theorem 42.3. Let $E$ be a nonzero Banach space, $T: E \rightrightarrows E^*$ be monotone and $b \in E \times E^*$.

(a) Let $(\rho, \sigma)$ and $(\tilde{\rho}, \tilde{\sigma})$ be negative alignment pairs for $T$ with respect to $b$. Then

$$(\rho - \tilde{\rho})(\sigma - \tilde{\sigma}) \leq 0.$$

(b) Suppose now that $\alpha, \beta > 0$. Then there exists at most one value of $\tau \geq 0$ such that $(\tau \alpha, \tau \beta)$ is a negative alignment pair for $T$ with respect to $b$. 
Proof. (a) Let $\{t_m\}_{m \geq 1} = \{(t_{m1}, t_{m2})\}_{m \geq 1}$ and $\{\tilde{t}_n\}_{n \geq 1} = \{\tilde{t}_{n1}, \tilde{t}_{n2}\}_{n \geq 1}$ be sequences of elements of $G(T)$ such that

$$\lim_{m \to \infty} \|t_{m1} - b_1\| = \rho, \quad \lim_{m \to \infty} \|t_{m2} - b_2\| = \sigma, \quad \lim_{m \to \infty} q(t_{m} - b) = -\rho\sigma,$$

$$\lim_{n \to \infty} \|\tilde{t}_{n1} - b_1\| = \tilde{\rho}, \quad \lim_{n \to \infty} \|\tilde{t}_{n2} - b_2\| = \tilde{\sigma} \quad \text{and} \quad \lim_{n \to \infty} q(\tilde{t}_n - b) = -\tilde{\rho}\tilde{\sigma}.$$ 

Then, since $T$ is monotone, for all $m, n \geq 1$,

$$0 \leq q(t_m - \tilde{t}_n) = q(t_m - b) - \langle t_{m1} - b_1, \tilde{t}_{n2} - b_2 \rangle - \langle \tilde{t}_{n1} - b_1, t_{m2} - b_2 \rangle + q(\tilde{t}_n - b)$$

$$\leq q(t_m - b) + \|t_{m1} - b_1\||\tilde{t}_{n2} - b_2\| + |\tilde{t}_{n1} - b_1||t_{m2} - b_2\| + q(\tilde{t}_n - b).$$

Letting $m \to \infty$,

$$0 \leq -\rho\sigma + \rho\|\tilde{t}_{n2} - b_2\| + \|\tilde{t}_{n1} - b_1\|\sigma + q(\tilde{t}_n - b),$$

and then, letting $n \to \infty$,

$$0 \leq -\rho\sigma + \tilde{\rho}\tilde{\sigma} - \tilde{\rho}\tilde{\sigma}.$$

This completes the proof of (a).

(b) Suppose that $\tau, \tilde{\tau} \geq 0$ and $(\tau\alpha, \tau\beta)$ and $(\tilde{\tau}\alpha, \tilde{\tau}\beta)$ are negative alignment pairs for $T$ with respect to $b$. We have from (a) that

$$(\tau\alpha - \tilde{\tau}\alpha)(\tau\beta - \tilde{\tau}\beta) \leq 0.$$ 

It follows easily from this that $\tau = \tilde{\tau}$, which gives (b). \qed

We now give an existence theorem for negative alignment pairs for maximally monotone multifunctions of type (ED). Its proof was suggested by that of Revalski–Théra, [73, Proposition 3.3, pp. 510–511]. Lemma 42.4 is a simplified version of our main result, Theorem 42.6.

Lemma 42.4. Let $E$ be a nonzero Banach space, $B^* = E^{**} \times E^*$ and $S: E \rightrightarrows E^*$ be maximally monotone of type (ED). Then:

(a) There exists a unique value of $\tau \geq 0$ such that $(\tau, \tau)$ is a negative alignment pair for $S$ with respect to $(0, 0)$.

(b) If $(0, 0) \notin G(S)$ then $\tau > 0$.

(c) If $\inf_{s \in G(S)} q(s) > -1$ then $\tau < 1$.

Proof. (a) From Theorem 36.3, there exists $v \in G(S)$ such that $\|v_1\| = \|v_2\|$ and $\tilde{q}(v) = -\|v_1\||v_2\|$. Now let $\tau := \|v_1\| = \|v_2\|$. Then we have $\tau \geq 0$ and $\tilde{q}(v) = -\tau^2$. Since $S$ is of type (ED), there exists a net $\{s_{\gamma}\} = \{(s_{\gamma1}, s_{\gamma2})\}$ of elements of $G(S)$ such that $\iota(s_{\gamma}) \rightharpoonup v$ in $T_{C\ell B\ell}(B^*)$. Then $\|s_{\gamma2}\| \to \|v_2\| = \tau$, from Lemma 38.2(b), $\|s_{\gamma1}\| = \|\tilde{s}_{\gamma1}\| \to \|v_1\| = \tau$ and, from Lemma 38.2(e),

$$q(s_{\gamma}) = \tilde{q}(\iota(s_{\gamma})) \to \tilde{q}(v) = -\tau^2.$$ 

(42.1)
It is now easy to see that $(\tau, \tau)$ is a negative alignment pair for $S$ with respect to $(0,0)$, and the “uniqueness” is immediate from Theorem 42.3(b).

(b) If $(0,0) \not\in G(S)$ then, from the maximal monotonicity of $S$ and (36.1), $(0,0) \not\in G(S)$ and so $v \neq (0,0)$. It follows that $\tau = \|v_1\| = \|v_2\| > 0$.

(c) We follow the argument of (a) up to (42.1). The additional hypothesis gives that, $\inf_{t} q(s_{t}) > -1$. Passing to the limit, $-\tau^2 > -1$. Hence $\tau < 1$, as required. □

Lemma 42.5(b) contains a useful stability property of maximally monotone multifunctions of type (ED).

**Lemma 42.5.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $B^* = E^{**} \times E^*$ and $T$: $E \rightrightarrows E^*$ be nontrivial, $b \in B$ and $\alpha, \beta > 0$. Define the (invertible) linear maps $\Delta$: $B \to B$ and $\tilde{\Delta}$: $B^* \to B^*$ by

$$\Delta(c_1, c_2) := (c_1/\alpha, c_2/\beta) \quad \text{and} \quad \tilde{\Delta}(v_1, v_2) := (v_1/\alpha, v_2/\beta)$$

($c = (c_1, c_2) \in B$, $v = (v_1, v_2) \in B^*$). Let $S$: $E \rightrightarrows E^*$ be defined by $G(S) = \Delta(G(T) - b)$. Then:

(a) $G(S) = \Delta(G(T) - b)$.

(b) If $T$ is maximally monotone of type (ED) then so is $S$.

**Proof.** (a) is immediate from the definitions of $S$ and $T$, and it is also immediate that $S$ is maximally monotone in (b). It remains to prove that $S$ is of type (ED). To this end, let $v \in G(S)$. Since $T$ is of type (ED), we derive from (a) that there exists a net $\{t_{\gamma}\}$ of elements of $G(T)$ such that $\imath(t_{\gamma}) \to \tilde{\Delta}^{-1}v + \imath(b)$ in $T_{CLBN}(B^*)$. It now follows from Lemma 38.2(c,d) and the standard properties of $T_{\| \|}(E^*)$ that $\tilde{\Delta}(\imath(t_{\gamma} - b)) \to v$ in $T_{CLBN}(B^*)$. Since, for each $\gamma$, $\tilde{\Delta}(\imath(t_{\gamma} - b)) = \imath(\Delta(t_{\gamma} - b)) \in \imath(G(S))$, we have proved that $S$ is of type (ED). □

We now bootstrap Lemma 42.4 to obtain our main result on the existence of negative alignment pairs, and give some simple consequences. With reference to Theorem 42.6(c), if $T$ is not of type (ED) then we will show in Remark 42.7 that it may happen that $T$ is of type (BR), and we will show in Example 47.9 that it may also happen that $T$ is not of type (BR). Both these examples are single–valued, continuous and linear.

**Theorem 42.6.** Let $E$ be a nonzero Banach space, $T$: $E \rightrightarrows E^*$ be maximally monotone of type (ED), $b \in E \times E^*$ and $\alpha, \beta > 0$. Then:

(a) There exists a unique value of $\tau \geq 0$ such that $(\tau \alpha, \tau \beta)$ is a negative alignment pair for $T$ with respect to $b$.

(b) If $b \in E \times E^* \setminus G(T)$ then $\tau > 0$, and there exists $t \in G(T)$ such that $t_1 \neq b_1$, $t_2 \neq b_2$,

$$\frac{\|t_1 - b_1\|}{\|t_2 - b_2\|} \text{ is as near as we please to } \frac{\alpha}{\beta}$$
and \[ q(t - b) \parallel t_1 - b_1 \parallel \parallel t_2 - b_2 \parallel \] is as near as we please to \(-1\).

In particular, \(T\) is of type (ANA) (see Definition 36.11).

(c) If, further, \(\inf_{t \in G(T)} q(t - b) > -\alpha \beta\) then \(\tau < 1\), and we can take \(t\) so that, in addition, \(\parallel t_1 - b_1 \parallel < \alpha \) and \(\parallel t_2 - b_2 \parallel < \beta\). So \(T\) is of type (BR) (see Definition 36.13).

**Proof.** We define \(S\) as in Lemma 42.5(a). From Lemma 42.5(b), \(S\) is maximally monotone of type (ED). The results now follow from Lemma 42.4. \(\square\)

**Remark 42.7.** Let \(S: \ell^1 \rightarrow E^* = \ell^\infty\) be Gossez’s skew linear map of Example 35.2 for which \(\varphi_S\) is not a BC-function. Suppose now that \(b \in E \times E^*\), \(\alpha, \beta > 0\) and and \(\inf_{s \in G(S)} q(s - b) > -\alpha \beta\). Arguing as in Example 35.2, \(\sup_{x \in E} (x, b_2 - Sb_1) < q(b) + \alpha \beta\), from which \(b \in G(S)\). It follows that \(S\) is of type (BR). On the other hand, Theorem 36.3 implies that \(S\) is not of type (NI), hence not of type (ED).

If \(\eta > 0\) then the multifunction \(J_\eta: E \rightrightarrows E^*\) is defined by declaring that \(s \in G(J_\eta)\) when \(g_0(s) - q(s) \leq \eta\). Thus if \(T: E \rightrightarrows E^*\) and \(\lambda, \eta > 0\), then the statement “\(R(T + \lambda J_\eta) = E^*\)” means that for all \(z^* \in E^*\), there exists \(t \in G(T)\) such that

\[
\frac{1}{2} \parallel t_1 \parallel^2 - \langle t_1, z^* - t_2 \rangle / \lambda + \frac{1}{2} \parallel z^* - t_2 \parallel^2 / \lambda^2 \leq \eta. \tag{42.2}
\]

Thus, by virtue of Theorem 48.4(b), Theorem 42.8 below generalizes the result proved by Gossez that if \(T\) is a subdifferential then, for all \(\lambda, \eta > 0\), \(R(T + \lambda J_\eta) = E^*\).

**Theorem 42.8.** Let \(E\) be a nonzero Banach space, \(T: E \rightrightarrows E^*\) be maximally monotone of type (ED), and \(\lambda, \eta > 0\). Then \(R(T + \lambda J_\eta) = E^*\).

**Proof.** Let \(z^* \in E^*\). Then Theorem 42.6 with \(\alpha := (0, z^*), \beta := \lambda\) gives \(\tau \geq 0\) for which there exists \(t \in G(T)\) such that \(\parallel t_1 \parallel, \parallel t_2 - z^* \parallel\) and \(\langle t_1, t_2 - z^* \rangle\) are as near as we please to \(\tau, \lambda \tau\) and \(-\lambda \tau^2\), respectively. Thus

\[
\frac{1}{2} \parallel t_1 \parallel^2 - \langle t_1, z^* - t_2 \rangle / \lambda + \frac{1}{2} \parallel z^* - t_2 \parallel^2 / \lambda^2
\]

can be made as near as we please to \(\frac{1}{2} \tau^2 - \lambda \tau^2 / \lambda + \frac{1}{2} (\lambda \tau)^2 / \lambda^2 = 0\). This gives the required result. \(\square\)

**Definition 42.9.** We say that \(T: E \rightrightarrows E^*\) is ultramaximally monotone if \(T\) is maximally monotone and \(G(T) \subset \iota(G(T))\). An ultramaximally monotone multifunction is clearly maximally monotone of type (ED). By appropriately modifying the proofs of Lemma 42.4 and Theorem 42.6, one can prove the following result:
**Theorem 42.10.** Let \( T : E \rightrightarrows E^* \) be ultramaximally monotone, \( b \in E \times E^* \) and \( \alpha, \beta > 0 \). Then:

(a) There exists a unique value of \( \tau \geq 0 \) for which there exists \( t \in G(T) \) such that \( \|t_1 - b_1\| = \tau \alpha, \|t_2 - b_2\| = \tau \beta \) and \( q(t - b) = -\tau^2 \alpha \beta \).

(b) If \( b \in E \times E^* \setminus G(T) \) then \( \tau > 0 \), and there exists \( t \in G(T) \) such that \( t \neq b_1, t_2 \neq b_2 \),

\[
\begin{align*}
\frac{\|t_1 - b_1\|}{\|t_2 - b_2\|} &= \frac{\alpha}{\beta} \quad \text{and} \quad \frac{q(t - b)}{\|t_1 - b_1\|\|t_2 - b_2\|} = -1.
\end{align*}
\]

(c) If, further, \( \inf_{t \in G(T)} q(t - b) \geq -\alpha \beta \) then \( \tau \leq 1 \), and we can take \( t \) so that, in addition, \( \|t_1 - b_1\| \leq \alpha \) and \( \|t_2 - b_2\| \leq \beta \).

If \( E \) is reflexive then every maximally monotone multifunction on \( E \) is ultramaximal, and so Theorem 42.10 generalizes Theorem 29.9. The proof of Theorem 42.10 is clearly much simpler than that of Theorem 42.6 (since it does not involve any nets), nevertheless it can be applied in a situation that occurs in the study of certain nonlinear elliptic functional equations — see Browder, [31, Theorem 1, p. 90–91]. Here is a description of the situation: Let \( S : E^* \rightarrow E \) be single–valued, hemicontinuous and monotone and \( T := S^{-1} \). Then, arguing as in Gossez, [47, Proposition 3.1, p. 378], \( T \) is ultramaximal and so Theorem 42.10 applies to \( T \). We shall explain in Remark 47.10 why certain nonreflexive Banach spaces cannot support continuous linear ultramaximally monotone operators.

**Comments on the “negative alignment set” of \( T \)**

Now suppose that \( T : E \rightrightarrows E^* \) is maximally monotone of type (ED), and \( b \in E \times E^* \setminus G(T) \). We close this section by investigating the negative alignment set (of \( T \) with respect to \( b \)), defined by

\[
\mathcal{NAS} := \{ (\rho, \sigma) : (\rho, \sigma) \text{ is a negative alignment pair for } T \text{ with respect to } b \}.
\]

We will see in Theorem 42.12 that \( \mathcal{NAS} \) is a continuous curve with certain monotonicity and maximality properties. We will need the following elementary lemma:

**Lemma 42.11.** Let \( \theta \in ]0, \pi/2[, \phi \in ]0, \pi/2[, \lambda \in \mathbb{R} \) and

\[
(\lambda \cos \theta - \cos \phi)(\lambda \sin \theta - \sin \phi) \leq 0.
\]

Then

\[
\frac{\cos \phi}{\cos \theta} \land \frac{\sin \phi}{\sin \theta} \leq \lambda \leq \frac{\cos \phi}{\cos \theta} \lor \frac{\sin \phi}{\sin \theta}.
\]
Proof. This is simply a restatement of the assertion that \( \lambda \) lies between the zeros of the quadratic function \( \mathbb{R} \rightarrow \mathbb{R} \) defined by

\[ \nu \mapsto (\nu \cos \theta - \cos \varphi)(\nu \sin \theta - \sin \varphi), \]

which is true since the leading term \( \cos \theta \sin \theta \) of the quadratic is strictly positive. \( \square \)

**Theorem 42.12.**

(a) There is a continuous function \( g : [0, \pi/2] \rightarrow [0, \infty[ \) such that

\[ \mathcal{NAS} = \{(g(\theta) \cos \theta, g(\theta) \sin \theta) : 0 < \theta < \pi/2\}. \] (42.3)

(b) The “\( x \)–projection” \( \theta \mapsto g(\theta) \cos \theta \) is non–increasing on \( (0, \pi/2) \), and the “\( y \)–projection” \( \theta \mapsto g(\theta) \sin \theta \) is non–decreasing on \( (0, \pi/2) \).

(c) If \( \gamma > 0 \), \( \delta > 0 \) and \( (\alpha, \beta) \in \mathcal{NAS} \implies (\gamma - \alpha)(\delta - \beta) \leq 0 \) then \( (\gamma, \delta) \in \mathcal{NAS} \). In other words, \( \mathcal{NAS} \) is a “maximally antimonotone” subset of the first quadrant.

Proof. (a) It is clear from Theorem 42.6(a,b) that there exists a unique negative alignment pair for \( T \) with respect to \( b \) on each open ray from \( (0,0) \) into the interior of the first quadrant. It is immediate from this that there exists a function \( g : [0, \pi/2] \rightarrow [0, \infty[ \) satisfying (42.3). It remains to show for (a) that \( g \) is continuous on \( [0, \pi/2] \). Let \( \theta, \varphi \in (0, \pi/2) \). It follows from Theorem 42.3(a) that

\[ (g(\theta) \cos \theta - g(\varphi) \cos \varphi)(g(\theta) \sin \theta - g(\varphi) \sin \varphi) \leq 0. \]

Thus, from Lemma 42.11,

\[ \frac{\cos \varphi}{\cos \theta} \wedge \frac{\sin \varphi}{\sin \theta} \leq \frac{g(\theta)}{g(\varphi)} \leq \frac{\cos \varphi}{\cos \theta} \vee \frac{\sin \varphi}{\sin \theta}, \] (42.4)

from which it is clear by letting \( \varphi \rightarrow \theta \) that \( g \) is continuous on \( [0, \pi/2] \), which completes the proof of (a).

(b) Suppose now that \( 0 < \theta \leq \varphi < \pi/2 \). Since \( \cos \theta \geq \cos \varphi \) and \( \sin \theta \leq \sin \varphi \), it follows from (42.4) that

\[ \frac{\cos \varphi}{\cos \theta} \leq \frac{g(\theta)}{g(\varphi)} \leq \frac{\sin \varphi}{\sin \theta}. \]

Thus \( g(\theta) \cos \theta \geq g(\varphi) \cos \varphi \) and \( g(\theta) \sin \theta \leq g(\varphi) \sin \varphi \), which give the required results.

(c) Let \( \gamma > 0 \), \( \delta > 0 \) and \( (\alpha, \beta) \in \mathcal{NAS} \implies (\gamma - \alpha)(\delta - \beta) \leq 0 \). Choose \( r > 0 \) and \( \theta \in [0, \pi/2] \) so that \( (\gamma, \delta) = (r \cos \theta, r \sin \theta) \). Let \( \varphi \in [0, \pi/2] \) be arbitrary. Then, since \( (g(\varphi) \cos \varphi, g(\varphi) \sin \varphi) \in \mathcal{NAS} \), we have by hypothesis that

\[ (r \cos \theta - g(\varphi) \cos \varphi)(r \sin \theta - g(\varphi) \sin \varphi) \leq 0. \]
Thus, from Lemma 42.11,
\[
\frac{\cos \varphi}{\cos \theta} \land \frac{\sin \varphi}{\sin \theta} \leq \frac{r}{g(\varphi)} \leq \frac{\cos \varphi}{\cos \theta} \lor \frac{\sin \varphi}{\sin \theta}.
\]
Letting \( \varphi \to \theta \) and using the continuity of \( g \), we obtain \( r = g(\theta) \), thus
\[
(\gamma, \delta) = (r \cos \theta, r \sin \theta) = (g(\theta) \cos \theta, g(\theta) \sin \theta) \in \mathcal{NAS},
\]
as required. \( \square \)

There are various questions that come to mind about \( \mathcal{NAS} \) and \( g \):

- Can the set \( \mathcal{NAS} \) have horizontal or vertical segments?
- What can be said about the behavior of \( g \) near 0 and \( \pi/2 \)?
- At a more general level, what functions \( g \) are possible, and what insight does the set \( \mathcal{NAS} \) give about \( T \)?

### 43 The closure of the range

Gossez proved in [49, Proposition, p. 360] that if \( S: \ell^1 \to \ell^\infty \) is the skew linear operator defined in Example 35.2, \( \lambda > 0 \) and \( R(S + \lambda J) \) is convex then \( R(S + \lambda J) \) would be dense in \( \ell^\infty \). Consequently, the result cited in Remark 41.5 shows that there exist arbitrarily small \( \lambda > 0 \) such that \( R(S + \lambda J) \) is not convex. Similarly, Fitzpatrick–Phelps proved in [44, Example 3.2, pp. 63–64] that if the skew linear operator \( S: L_1[0,1] \to L_\infty[0,1] \) is defined by \( Sx(t) := \int_0^t x - \int_t^1 x \) then \( R(S + J) \) is not convex.

On the other hand, it was essentially proved by Gossez in [47] (see Phelps, [68, Theorem 3.8, p. 22] for an exposition) that if \( E \) is a nonzero Banach space and \( S: E \rightharpoonup E^* \) is maximally monotone of type (D) then \( \overline{R(S)} \) is convex, and it was proved in Fitzpatrick–Phelps, [43, Theorem 3.5, p. 585] that \( \overline{R(S)} \) is also convex if \( S \) is of type (FP). (We now know from Theorem 37.1 that the second of these two results subsumes the first one.) Finally, it was proved by Fitzpatrick–Phelps in [44] that \( \overline{R(S)} \) is also convex if \( S \) is monotone and there exists \( \eta > 0 \) such that, for all \( \lambda > 0 \), \( R(S + \lambda J_\eta) = E^* \) (see (42.2)). In this section, we shall show that, in all of the above situations, the statement “\( \overline{R(S)} \) is convex” can be strengthened to “\( \overline{R(S)} = \overline{\text{co} \, R(S)} = \text{co} \, R(S_\varphi) \)”.

Our proofs of all the cases discussed above rely on Theorem 27.6(b).

We first consider the type (FP) case.

**Theorem 43.1.** Let \( E \) be a nonzero Banach space and \( S: E \rightharpoonup E^* \) be maximally monotone of type (FP). Then
\[
\overline{R(S)} = \overline{\text{co} \, R(S)} = \text{co} \, R(S_\varphi).
\]
Proof. Let \( z^* \in E^* \setminus \overline{R(S)} \). Let \( \alpha := \text{dist}(z^*, R(S)) > 0 \), and choose \( y^* \in R(S) \) such that \( \|z^* - y^*\| \leq \frac{5}{4} \alpha \), and \( y \in E \) such that

\[
\|y\| \leq 1 \quad \text{and} \quad \langle y, z^* - y^* \rangle \geq \frac{2}{3} \|z^* - y^*\|. \tag{43.1}
\]

Let \( U := [z^*, y^*] + \{x^* \in E : \|x^*\| < \frac{1}{4} \alpha \} \).

---

The result now follows from Theorem 27.6(b).

\[\square\]

**Theorem 43.2.** Let \( E \) be a nonzero Banach space and \( S : E \rightrightarrows E^* \) be maximally monotone of type (D). Then

\[
\overline{R(S)} = \overline{\text{co} R(S)} = \overline{R(S')}. 
\]

**Proof.** This is immediate from Theorem 37.1 and Theorem 43.1.

Theorem 43.2 suggests the following problem.

**Problem 43.3.** If \( S \) is maximally monotone of type (NI), is \( \overline{R(S)} \) necessarily convex?

---
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We now give our generalization of Fitzpatrick–Phelps, [44, Theorem 1.2, pp. 54–56]:

**Theorem 43.4.** Let \( E \) be a nonzero Banach space, \( S: E \to E^* \) be monotone, and suppose that there exists \( \eta > 0 \) such that, for all \( \lambda > 0 \), \( R(T + \lambda J_\eta) = E^* \). Then

\[
R(S) = \text{co} R(S) = R(S_\varphi).
\]

**Proof.** From (42.2), for all \( \lambda > 0 \) and \( z^* \in E^* \), there exists \( s \in G(S) \) such that

\[
\frac{1}{2} \| s_1 \|^2 - \langle s_1, z^* - s_2 \rangle / \lambda + \frac{1}{2} \| z^* - s_2 \|^2 / \lambda^2 \leq \eta.
\]

Now suppose that \( z^* \in E^* \setminus R(S) \) and let \( \alpha := \text{dist}(z^*, R(S)) > 0 \). If now \( 0 < \lambda \leq 1/\eta \) then it follows from the above by dropping the \( \| s_1 \|^2 \) term and using the fact that \( s_2 \in R(S) \) that

\[
\frac{\langle s_1, z^* - s_2 \rangle}{\| z^* - s_2 \|} \geq \frac{\alpha}{2\lambda} - \frac{1}{\alpha}.
\]

The result now follows from Theorem 27.6(b) by letting \( \lambda \to 0 \). \( \square \)

The chart below sums up what we have proved in Theorem 37.1, Theorem 43.1, Theorem 42.8 and Theorem 43.4.

\[
\begin{array}{c}
S \text{ is of type (ED)} \\
\downarrow \\
S \text{ is of type (D)} \\
\downarrow \\
S \text{ is of type (FP)}
\end{array}
\]

\[
\begin{array}{c}
\forall \eta, \lambda > 0, \ R(T + \lambda J_\eta) = E^* \\
\downarrow \\
\exists \eta > 0 \text{ such that}, \ \forall \lambda > 0, \ R(T + \lambda J_\eta) = E^* \\
\downarrow \\
R(S) = \text{co} R(S) = R(S_\varphi)
\end{array}
\]

It is interesting to speculate whether there are any relationships between the left hand branch and the right hand branch of the above chart.

Finally, Lemma 31.1 leads us to ask whether \( \text{int} R(S) = \text{int} R(S_\varphi) \) in the situations that we have considered in this section. However, Borwein–Fitzpatrick–Vanderwerff proved in [21, Theorem 3.1, p. 68] that if \( E \) is not reflexive then there exists a coercive, continuous convex function \( f \) on \( E \) such that \( \text{int} R(\partial f) \) is not convex.
The problem that has attracted the most interest since maximal monotonicity was introduced more than three decades ago and that has, so far, defied solution, is whether Rockafellar’s original sum theorem is true for nonreflexive Banach spaces. Specifically, if $E$ is not reflexive, $S: E \rightrightarrows E^*$ and $T: E \rightrightarrows E^*$ are maximally monotone and
\[ D(S) \cap \text{int } D(T) \neq \emptyset, \]
then is $S + T$ maximally monotone?

We have already observed that if $S: E \rightrightarrows E^*$ is maximally monotone and either $E$ is reflexive or $S$ is a subdifferential or $S$ is of type (ED) (in particular, if $S$ has convex graph) then $S$ is of type (FPV). We also made the comment that it could be a very hard problem to find an example of a maximally monotone multifunction that is not of type (FPV). Theorem 44.1 contains the explanation for that comment — its proof is borrowed from that of Fitzpatrick–Phelps, [43, Proposition 3.3, p. 585]. A similar result was proved by Verona–Verona in [113].

**Theorem 44.1.** Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and suppose that if $C$ is a nonempty closed convex subset of $E$, and $D(S) \cap \text{int } C \neq \emptyset$ then $S + N_C$ (see (17.2)) is maximally monotone. Then $S$ is necessarily of type (FPV).

**Proof.** Let $U$ be an open convex subset of $E$, $d \in U \times E^*$, $U \cap D(S) \neq \emptyset$ and
\[ s \in G(S) \text{ and } s_1 \in U \implies q(s - d) \geq 0 \] (36.7)
By hypothesis, there exists $y \in U \cap D(S)$. Since the segment $[d_1, y]$ is a compact subset of the open set $U$, we can choose $\varepsilon > 0$ so that
\[ C := [d_1, y] + \{ x \in E : \|x\| \leq \varepsilon \} \subset U. \]
From (36.7),
\[ s \in G(S) \text{ and } s_1 \in C \implies q(s - d) \geq 0. \] (44.1)
Since $d_1 \in C$,
\[ (s_1, x^*) \in G(N_C) \implies \langle s_1 - d_1, x^* \rangle \geq 0. \] (44.2)
Adding (44.1) and (44.2),
\[ s \in G(S) \text{ and } (s_1, x^*) \in G(N_C) \implies \langle s_1 - d_1, s_2 + x^* - d_2 \rangle \geq 0, \]
that is to say,
\[ t \in G(S + N_C) \implies q(t - d) \geq 0. \] (44.3)
Now $D(S) \cap \text{int } D(N_C) = D(S) \cap \text{int } C \ni y$ hence, by assumption, $S + N_C$ is maximally monotone. Thus, from (44.3), $d \in G(S + N_C)$, that is to say, $d_2 \in Sd_1 + N_C(d_1)$. Finally, since $d_1 \in \text{int } C$, $N_C(d_1) = \{0\}$, hence $d_2 \in Sd_1$, that is to say $d \in G(S)$. This completes the proof that $S$ is of type (FPV). \qed
It was pointed out in Problem 31.3 that it is unknown whether $\overline{D(S)}$ is necessarily convex when $S$ is maximally monotone but $E$ is not reflexive. Now it was proved in Theorem 31.2, that if $E$ is reflexive and $S$ is maximally monotone then $\overline{D(S)} = D(S_\varphi)$. We shall prove in Theorem 44.2 that this result remains true even if $E$ is not reflexive, provided that $S$ is of type (FPV). So if it is a hard problem to find an example of a maximally monotone multifunction that is not of type (FPV), it is even harder to find one such that $\overline{D(S)} \neq D(S_\varphi)$. It is, course, then harder still to find one such that $\overline{D(S)}$ is not convex. Theorem 44.2, which is “dual” to Theorem 43.1, depends on Theorem 27.5.

**Theorem 44.2.** Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (FPV). Then

$$\overline{D(S)} = \text{co} \overline{D(S)} = D(S_\varphi).$$

**Proof.** Let $z \in E \setminus \overline{D(S)}$. Let $\alpha := \text{dist}(z, D(S)) > 0$, and choose $y \in D(S)$ such that $\|z - y\| \leq \frac{5}{4}\alpha$, and $y^* \in E^*$ such that

$$\|y^*\| \leq 1 \quad \text{and} \quad \langle z - y, y^* \rangle \geq \frac{3}{4}\|z - y\|. \quad (44.4)$$

Let

$$U := [z, y] + \{x \in E: \|x\| < \frac{1}{4}\alpha\}$$

— $U$ is open and $U \ni z$. Furthermore, since $U \ni y$, $U \cap \overline{D(S)} \neq \emptyset$. On the other hand, since $z \not\in D(S)$, for all $n \geq 1$, $(z, ny^*) \not\in G(S)$ and so the fact that $S$ is of type (FPV) implies that there exists $s \in G(S)$ (depending on $n$) such that $s_1 \in U$ and $\langle z - s_1, ny^* - s_2 \rangle < 0$, that is to say

$$\langle z - s_1, s_2 \rangle > n\langle z - s_1, y^* \rangle. \quad (44.5)$$

Now $s_1 \in U$, and so there exists $\lambda \in [0, 1]$ (depending on $n$) such that

$$\|z - s_1 - \lambda(z - y)\| = \|s_1 - [z + \lambda(y - z)]\| < \frac{1}{4}\alpha. \quad (44.6)$$

Consequently, $\|z - s_1\| \leq \lambda\|z - y\| + \frac{1}{4}\alpha$ and so, since $s_1 \in D(S)$, the definition of $\alpha$ implies that $\alpha \leq \lambda\|z - y\| + \frac{1}{4}\alpha$, from which

$$\lambda\|z - y\| \geq \frac{3}{4}\alpha. \quad (44.7)$$

(44.4) and (44.6) give

$$\langle z - s_1 - \lambda(z - y), y^* \rangle \geq -\|z - s_1 - \lambda(z - y)\||y^*\| \geq -\frac{1}{4}\alpha$$

and so, from (44.4) and (44.7),

$$\langle z - s_1, y^* \rangle \geq \lambda\|z - y, y^*\| - \frac{1}{4}\alpha \geq \frac{2}{3}\lambda\|z - y\| - \frac{1}{4}\alpha \geq \frac{3}{4}\frac{3}{4}\alpha - \frac{1}{4}\alpha = \frac{1}{4}\alpha.$$

We now obtain from (44.5) that $\langle z - s_1, s_2 \rangle > \frac{1}{4}na$. Since $s_1 \in U$, we also have $\|z - s_1\| \leq \|y - z\| + \frac{1}{4}\alpha \leq \frac{5}{4}\alpha + \frac{1}{4}\alpha = \frac{3}{2}\alpha$. Consequently,
Lemma 45.1. Let 

\[
\frac{\langle z - s_1, s_2 \rangle}{\|z - s_1\|} \geq \frac{1}{4} \frac{n\alpha}{3\alpha} = \frac{n}{6}.
\]

The result now follows from Theorem 27.5(b).

45 The biconjugate of a maximum and \(T_{CLB}(E^{**})\)

Let \(E\) be a nonzero Banach space, \(B := E \times E^*\) and \(B^* = E^{**} \times E^*\). In this section, we give some results that we will need in our work on maximally monotone multifunctions with convex graph in Section 46, and in our proof that subdifferentials are maximally monotone of type (ED) in Section 48. These results are based ultimately on the fact that the biconjugate of the pointwise maximum of a finite number of functions is the maximum of their biconjugates. (See Corollary 45.5.) What is curious is that we can establish this fact without having a simple explicit formula for the conjugate of the pointwise maximum. As we shall see in Lemma 45.1(a) and Remark 45.20, we have two such formulae, but they are not simple. Corollary 45.5 will be applied in Lemma 45.9 to obtain, among other things, the fundamental property that \(\hat{E}\) is dense in \((E^{**}, T_{CLB}(E^{**}))\). Theorem 45.12 gives an unexpected characterization of the closure of certain convex subsets of \(B^*\) with respect to \(T_{CLBN}(B^*)\) — this will also be used in Section 46. In some senses, Corollary 45.6 leads us to consider a topology different from \(T_{CLB}(E^{**})\) on \(E^{**}\), namely the topology \(T_{CC}(E^{**})\), which we will also introduce in this section. We will outline the similarities in the behavior of these topologies, indicating in Example 45.16 why \(T_{CC}(E^{**})\) is not as good a choice for us as \(T_{CLB}(E^{**})\).

**Lemma 45.1.** Let \(E\) be a nonzero Banach space. Suppose that \(f, g \in PC(E)\), dom \(f \cap\) dom \(g \neq \emptyset\), and \(w^* \in E^*\).

(a) \(-f \vee g)^*(w^*) = \max_{\rho \in [0,1]} \inf_{\text{dom}(f \vee g)} \left[ \rho f + (1 - \rho) g - w^* \right].\)

(b) Let \(g\) be (finitely) bounded above in some neighborhood of a point of \(\text{dom} f\) and \(\rho, \sigma > 0\). Then there exist \(u^*, v^* \in E^*\) such that \(\rho u^* + \sigma v^* = w^*\) and

\[
\rho f^*(u^*) + \sigma g^*(v^*) = \sup_{\text{dom}(f \vee g)} \left[ w^* - \rho f - \sigma g \right].
\]

**Proof.** (a) Since \(\text{dom}(f \vee g) = \text{dom} f \cap \text{dom} g \neq \emptyset\), this is immediate from Lemma 3.1 with \(f_1 := f - w^*\) and \(f_2 := g - w^*\).

(b) Corollary 10.2 gives us \(y^*, z^* \in E^*\) such that \(y^* + z^* = w^*\) and

\[
(\rho f)^*(y^*) + (\sigma g)^*(z^*) = (\rho f + \sigma g)^*(w^*) = \sup_{\text{dom}(\rho f + \sigma g)} \left[ w^* - \rho f - \sigma g \right].
\]

Since \(\text{dom}(\rho f + \sigma g) = \text{dom}(f \vee g)\), the result follows by setting \(u^* := y^*/\rho\) and \(v^* := z^*/\sigma\). \(\Box\)

**Lemma 45.2.** Let \(E\) be a nonzero Banach space, \(f, g \in PCPC(E)\), \(g\) be (finitely) bounded above in some neighborhood of a point of \(\text{dom} f\), \(x^{**} \in E^{**}\), \(f^{**}(x^{**}) \vee g^{**}(x^{**}) \leq 0\), and \(w^* \in E^*\).

(a) Let \(\rho, \sigma > 0\). Then \(\langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} \left[ w^* - \rho f - \sigma g \right].\)
(b) \( \langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - g] \) and \( \langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - f] \).

(c) Let \( \rho \in [0,1] \). Then
\[
\langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - \rho f - (1 - \rho)g].
\] (45.1)

(d) \( \langle w^*, x^{**} \rangle \leq (f \vee g)^*(w^*) \).

(e) \( (f \vee g)^*(x^{**}) \leq 0 \).

**Proof.** (a) Choose \( u^* \) and \( v^* \) as in Lemma 45.1(b). Then, from (38.3),
\[
\langle w^*, x^{**} \rangle = \langle \rho u^* + \sigma v^*, x^{**} \rangle = \rho \langle u^*, x^{**} \rangle + \sigma \langle v^*, x^{**} \rangle \leq \rho f^*(u^*) + \sigma g^*(v^*),
\]
and the result follows from the choice of \( u^* \) and \( v^* \).

(b) Since \( f \in \mathcal{PCPC}(E) \), we can fix \( x^* \in \text{dom } f^* \). For all \( \rho > 0 \), we apply (a) with \( w^* \) replaced by \( \rho x^* + w^* \) and \( \sigma := 1 \) and obtain
\[
\langle \rho x^* + w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [\rho x^* + w^* - \rho f - g]
\]
\[
\leq \rho \sup_{\text{dom}(f \vee g)} [x^* - f] + \sup_{\text{dom}(f \vee g)} [w^* - g].
\]
Since \( \sup_{\text{dom}(f \vee g)} [x^* - f] \leq f^*(x^*) < \infty \), it follows by letting \( \rho \to 0 \) that
\[
\langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - g].
\]
Similarly, if we fix \( x^* \in \text{dom } g^* \) and, for all \( \sigma > 0 \), we apply (a) with \( w^* \) replaced by \( w^* + \sigma x^* \) and \( \rho := 1 \), we obtain
\[
\langle w^* + \sigma x^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - f] + \sigma \sup_{\text{dom}(f \vee g)} [x^* - g],
\]
and letting \( \sigma \to 0 \) gives \( \langle w^*, x^{**} \rangle \leq \sup_{\text{dom}(f \vee g)} [w^* - f] \).

(c) If \( \rho = 0 \) or \( \rho = 1 \) then (45.1) follows from (b). If \( \rho \in [0,1] \) then (45.1) follows from (a).

(d) follows from (c) and Lemma 45.1(a), and (e) is evident from (d) by allowing \( w^* \) to run over \( E^* \). \( \square \)

**Theorem 45.3.** Let \( E \) be a nonzero Banach space, \( f, g \in \mathcal{PCPC}(E) \) and \( g \) be (finitely) bounded above in some neighborhood of a point of \( \text{dom } f \).

(a) Let \( x^{**} \in E^{**} \). Then \( (f \vee g)^*(x^{**}) \leq f^*(x^{**}) \vee g^*(x^{**}) \).

(b) \( (f \vee g)^* = f^* \vee g^* \) on \( E^{**} \).

**Proof.** (a) Let \( \alpha := f^*(x^{**}) \vee g^*(x^{**}) \). Since the result is immediate if \( \alpha = \infty \), we can and will suppose that \( \alpha \in \mathbb{R} \). We now obtain the result by applying Lemma 45.2(e) with \( f \) and \( g \) replaced by \( f - \alpha \) and \( g - \alpha \).

(b) Since \( f \vee g \geq f \) on \( E \), \( (f \vee g)^* \geq f^* \) on \( E^{**} \). Similarly, \( (f \vee g)^* \geq g^* \) on \( E^{**} \). Thus \( (f \vee g)^* \geq f^* \vee g^* \) on \( E^{**} \), and the result follows from (a). \( \square \)

**Definition 45.4.** We write \( \mathcal{CC}(E) \) for the set of all real convex continuous functions on \( E \). The standard example of a function \( f \in \mathcal{CC}(\ell^2) \setminus \mathcal{CLB}(\ell^2) \) is defined by \( f(x) := \sum_{n=1}^{\infty} n x_n 2^n \) \( x = \{x_n\}_{n \geq 1} \in \ell^2 \). It was proved by Borwein–Fitzpatrick–Vanderwerff in [21, Theorem 2.2, p. 64] using the deep Josefson-Nissenzweig theorem that if \( E \) is infinite dimensional then \( \mathcal{CC}(E) \setminus \mathcal{CLB}(E) \neq \emptyset \).
Corollary 45.5 generalizes a result proved in [98, Theorem 33.3(c), p. 131] and [45, Corollary 7, p. 3558]. This increased generality (i.e., replacing the assumption “$h_0 \in \mathcal{PCLSC}(E)$” by the assumption “$h_0 \in \mathcal{PCPC}(E)$”) is necessitated by the application that we will ultimately give in Theorem 45.12. It was pointed out to the author by Radu Ioan Boţ that Corollary 45.5 remains true under the weaker hypothesis that $h_0, \ldots, h_m \in \mathcal{PCPC}(E)$ and $h_1 \lor \cdots \lor h_m$ is (finitely) bounded above in some neighborhood of a point of $\text{dom} h_0$.

**Corollary 45.5.** Let $E$ be a nonzero Banach space, $h_0 \in \mathcal{PCPC}(E)$ and $h_1, \ldots, h_m \in \mathcal{CC}(E)$. Then

$$(h_0 \lor \cdots \lor h_m)^{**} = h_0^{**} \lor \cdots \lor h_m^{**}$$

**Proof.** This is immediate from Theorem 45.3(b) and induction. \(\square\)

**Corollary 45.6.** Let $E$ be a nonzero Banach space, $f_0 \in \mathcal{PCPC}(E)$ and $f_1, \ldots, f_m \in \mathcal{CC}(E)$. Let $x^{**} \in E^{**}$ and $\varepsilon > 0$. Then there exists $t \in E$ such that

for all $i = 0, \ldots, m$, \(f_i(t) \leq f_i^{**}(x^{**}) + \varepsilon\).

**Proof.** Since we can remove those values of $i$ for which $f_i^{**}(x^{**}) = \infty$, we can and will suppose that $f_0^{**}(x^{**}), \ldots, f_m^{**}(x^{**}) \in \mathbb{R}$. For all $i = 0, \ldots, m$, let $h_i := f_i - f_i^{**}(x^{**})$. Then $h_i^{**}(x^{**}) = 0$, hence $h_0^{**}(x^{**}) \lor \cdots \lor h_m^{**}(x^{**}) = 0$. From Corollary 45.5, $(h_0 \lor \cdots \lor h_m)^{**}(x^{**}) = 0$ and so, from (38.3) with $f := h_0 \lor \cdots \lor h_m$, and $w^* := 0$, $(h_0 \lor \cdots \lor h_m)^*(0) \geq 0$, that is to say $\inf_E h_0 \lor \cdots \lor h_m \leq 0$. The result follows by rewriting this inequality in terms of the functions $f_i$. \(\square\)

**Definition 45.7.** We define the topology $\mathcal{T}_{\mathbb{CC}}(E^{**})$ on $E^{**}$ to be the coarsest topology on $E^{**}$ such that, for all $f \in \mathcal{CC}(E)$, all of the functions $f^{**} : E^{**} \to [-\infty, \infty]$ are continuous. Clearly, $\mathcal{T}_{\mathcal{CLB}}(E^{**}) \subset \mathcal{T}_{\mathbb{CC}}(E^{**})$. As usual, $B := E \times E^*$ and $B^* = E^{**} \times E^*$. In line with the usage introduced in Definition 38.1, we write $\mathcal{T}_{\mathbb{CC}}(E^{**}) \times \mathcal{T}_{\| \|}(E^*)$ on $B^*$. If $C \subset B$, we write $C^{\mathbb{CC}N}$ for the closure of $i(C)$ with respect to $\mathcal{T}_{\mathbb{CC}}(B^*)$ and $C^{\mathbb{W}N}$ for the closure of $i(C)$ with respect to $\mathcal{T}_{\mathbb{W}N}(B^*)$.

The next two lemmas indicate some of the common features of $\mathcal{T}_{\mathbb{CLB}}(E^{**})$ and $\mathcal{T}_{\mathbb{CC}}(E^{**})$.

**Lemma 45.8.** Let $E$ be a nonzero Banach space, $\{x_\gamma^{**}\}$ be a net of elements of $E^{**}$ and $x^{**} \in E^{**}$. Then $x_\gamma^{**} \to x^{**}$ in $\mathcal{T}_{\mathcal{CLB}}(E^{**})$ if, and only if,

$$h \in \mathcal{CLB}(E) \implies \limsup_\gamma h^{**}(x_\gamma^{**}) \leq h^{**}(x^{**}).$$

(45.2)

Similarly, $x_\gamma^{**} \to x^{**}$ in $\mathcal{T}_{\mathbb{CC}}(E^{**})$ if, and only if,

$$h \in \mathcal{CC}(E) \implies \limsup_\gamma h^{**}(x_\gamma^{**}) \leq h^{**}(x^{**}).$$
Proof. We deal with the “$\mathcal{T}_{\text{CLB}}(E^{**})$” case, the proof of the “$\mathcal{T}_{\text{CC}}(E^{**})$” case is similar. “Only if” is immediate. Suppose, conversely, that (45.2) is true. Let $x^* \in E^*$. Then, since $x^* \in \mathcal{CLB}(E)$ and $-x^* \in \mathcal{CLB}(E)$, we have from (45.2) that
\[
\limsup_{\gamma} \langle x^*, x_\gamma^* \rangle \leq \langle x^*, x^* \rangle \quad \text{and} \quad \liminf_{\gamma} \langle x^*, x_\gamma^* \rangle \geq \langle x^*, x^* \rangle,
\]
thus $x_\gamma^* \to x^*$ in $w(E^{**}, E^*)$. From (38.1),
\[
h \in \mathcal{CLB}(E) \implies \liminf_{\gamma} h^*(x_\gamma^*) \geq h^*(x^*).
\]
Combining this with (45.2),
\[
h \in \mathcal{CLB}(E) \implies h^*(x_\gamma^*) \to h^*(x^*),
\]
that is to say, $x_\gamma^* \to x^*$ in $\mathcal{T}_{\text{CLB}}(E^{**})$. This completes the proof of “if”. \(\Box\)

Lemma 45.9(a) will be used in Lemma 45.11 and Theorem 48.1, and Lemma 45.9(b) contains a fundamental density property of $\mathcal{T}_{\text{CC}}(E^{**})$ that will be used in Theorem 45.14.

**Lemma 45.9.** Let $E$ be a nonzero Banach space.
(a) Let $f \in \mathcal{PCPC}(E)$ and $x^* \in E^{**}$. Then there exists a net $\{x_\gamma\}$ of elements of $E$ such that $\widehat{x_\gamma} \to x^*$ in $\mathcal{T}_{\text{CC}}(E^{**})$, $\widehat{x_\gamma} \to x^*$ in $\mathcal{T}_{\text{CLB}}(E^{**})$, $f(x_\gamma) \to f^*(x^*)$ and $f^*(\widehat{x_\gamma}) \to f^*(x^*)$.
(b) $\hat{E}$ is a dense subset of $(E^{**}, \mathcal{T}_{\text{CC}}(E^{**}))$ and $(E^{**}, \mathcal{T}_{\text{CLB}}(E^{**}))$.

**Proof.** (a) From Corollary 45.6, for each nonempty finite subset $H$ of $\mathcal{CC}(E)$ and $\varepsilon > 0$, there exists $x_{H,\varepsilon} \in E$ such that $f(x_{H,\varepsilon}) \leq f^*(x^*) + \varepsilon$ and for $h \in H$.
\[
h \in H \implies h(x_{H,\varepsilon}) \leq h^*(x^*) + \varepsilon.
\]
If we direct $(H, \varepsilon)$ in the usual (product) way, we can construct a net $\{x_\gamma\}$ of elements of $E$ such that
\[
\limsup_{\gamma} f(x_\gamma) \leq f^*(x^*)
\]
and $h \in \mathcal{CC}(E) \implies \limsup_{\gamma} h(x_\gamma) \leq h^*(x^*)$. It follows from the Fenchel–Moreau theorem, Corollary 12.4, that, for all $\gamma$, $h(x_\gamma) = h^*(\widehat{x_\gamma})$, and so Lemma 45.8 implies that $\widehat{x_\gamma} \to x^*$ in $\mathcal{T}_{\text{CC}}(E^{**})$, from which $\widehat{x_\gamma} \to x^*$ in $\mathcal{T}_{\text{CLB}}(E^{**})$. From Lemma 38.2(f), $\widehat{x_\gamma} \to x^*$ in $w(E^{**}, E^*)$ and so (38.1) gives $f^*(x^*) \leq \liminf_{\gamma} f^*(\widehat{x_\gamma})$. (a) follows by combining this with (45.3) and using the fact that $f^*(\widehat{x_\gamma}) \leq f(x_\gamma)$. (Since we are not assuming that $f$ is lower semicontinuous, we cannot assert that $f^*(\widehat{x_\gamma}) = f(x_\gamma)$.)

(b) follows by simply taking $f := 0$ in (a). \(\Box\)

Corollary 45.10 is a simple application of Lemma 45.9. It is a generalization of Gossez, [47, Corollaire 3.2, p. 379]. Corollary 45.10 is somewhat unexpected since, as we will see in Remark 45.13, $(E^{**}, \mathcal{T}_{\text{CLB}}(E^{**}))$ and $(E^{**}, \mathcal{T}_{\text{CLBN}}(E^{**}))$ are not, in general, topological vector spaces.
Corollary 45.10. Let $E$ be a nonzero Banach space and $C$ be a nonempty convex subset of $E$. Then the $w(E^{**}, E^{*})$–closure of $\hat{C}$, the $T_{CLBN}(E^{**})$–closure of $\hat{C}$ and the $T_{CC}(E^{**})$–closure of $\hat{C}$ are identical.

Proof. Let $f := \mathbb{I}_C$ and apply Lemma 45.9(a). \hfill \Box

Lemma 45.11. Let $E$ be a nonzero Banach space, and $C$ be a nonempty convex subset of $E \times E^*$. Then $C^{WN} = C^{CLBN} = C^{CCN}$.

Proof. By virtue of the obvious relationships, we only have to prove that $C^{WN} \subset C^{CCN}$. So let $w \in C^{WN}$. Then there exists a net $\{c_\gamma\}$ of elements of $C$ such that $\iota(c_\gamma) \to w$ in $T_{WN}(E^{**} \times E^*)$. If $x \in \pi_1 C$, let $C_x$ stand for the section $\{x^* \in E^*: (x, x^*) \in C\}$, and define $f: E \to [0, \infty]$ by

$$f(x) := \begin{cases} \text{dist} (w, C_x), & \text{if } x \in \pi_1 C; \\ \infty, & \text{if } x \in E \setminus \pi_1 C. \end{cases}$$

It is easily seen that $f \in \mathcal{PC}(E)$. We first show that

$$f^{**}(w_1) = 0.$$ (45.4)

Since $f \geq 0$ on $E$, $f^*(0) = -\inf_E f \leq 0$, and so $f^{**}(w_1) \geq (0, w_1) - f^*(0) \geq 0$. On the other hand, using (38.2), for all $\gamma$,

$$f^{**}(\pi_1 \iota(c_\gamma)) = f^{**}(\pi_1 c_\gamma) \leq f(\pi_1 c_\gamma) \leq \|\pi_2 c_\gamma - w_1\| \to 0$$

so, from the $w(E^{**}, E^*)$–lower semicontinuity of $f^{**}$ mentioned in (38.1), $f^{**}(w_1) \leq 0$. This completes the proof of (45.4).

Lemma 45.9(a) now gives a net $\{x_\gamma\}$ of elements of $E$ such that $\hat{x}_\gamma \to w_1$ in $T_{CC}(E^{**})$ and $f(x_\gamma) \to f^{**}(w_1)$. (45.4) implies that $f(x_\gamma) \to 0$, so eventually $f(x_\gamma) < \infty$, in which case $x_\gamma \in \pi_1 C$. We can and will suppose that the net $\{x_\gamma\}$ has been truncated to exclude those values of $\gamma$ for which $x_\gamma \notin \pi_1 C$. Thus, for all $\gamma$, $f(x_\gamma) = \text{dist} (w_2, C_{x_\gamma})$, and so, for all $n \geq 1$, there exists $x^*_\gamma, n \in C_{x_\gamma}$ such that $\|x^*_\gamma, n - w_2\| < f(x_\gamma) + \frac{1}{n}$. We note then that $(x^*_\gamma, x^*_\gamma, n) \in \bar{C}$. If we direct $\{\gamma, n\}$ in the usual (product) way, then clearly $\|x^*_\gamma, n - w_2\| \to 0$, that we use to say $x^*_\gamma, n \to w_2$ in $T_{|| \cdot ||}(E^*)$. Thus $(\hat{x}_\gamma, x^*_\gamma, n) \to w$ in $T_{CCN}(B^*)$, and so $w \in C^{CCN}$. This completes the proof of Lemma 45.11. \hfill \Box

Theorem 45.12. Let $E$ be a nonzero Banach space, $C$ be a nonempty convex subset of $E \times E^*$ and $w \in E^{**} \times E^*$. Then $w \in C^{CLBN}$ if, and only if

$$v \in E^{**} \times E^* \implies [w, v] \leq \sup_{s \in C} [\iota(s), v].$$ (45.5)
We give an example of a function $f$ fails with $T$ two topologies since $X$. Thus, eventually both $x$. Proof. Let $\parallel_{38.2(b)}$ that eventually $Nf$ elements of $\parallel_{38.2(b)}(E^*) \leq \parallel_{38.2(b)}(E^*) + 1$. Also, eventually $\parallel_{38.2(b)}(E^*) - \parallel_{38.2(b)}(E^*) \parallel \rightarrow 0$. Further, since $x^* \rightarrow x^*$ in $T_{CLB}(E^*)$, $h^*(x^*) \rightarrow h^*(x^*)$. We now obtain by addition that $h^*(y^*) \rightarrow h^*(x^*)$. This gives the required result. Proof. Let $X := \{z^* \in E^* : \parallel z^* \parallel \leq \parallel x^* \parallel + 2\}$. It follows from Lemma 38.2(b) that eventually $\parallel x^*_y \parallel \leq \parallel x^*_y \parallel + 1$. Also, eventually $\parallel y^*_y - x^*_y \parallel \leq 1$. Thus, eventually both $x^*_y$ and $y^*_y$ are in $X$. Now let $h \in CLB(E)$. Since $h^*$ is Lipschitz on $X$ and $\parallel y^*_y - x^*_y \parallel \rightarrow 0, \parallel h^*(y^*_y) - h^*(x^*_y) \parallel \rightarrow 0$. Further, since $x^*_y \rightarrow x^*$ in $T_{CLB}(E^*)$, $h^*(x^*_y) \rightarrow h^*(x^*)$. We now obtain by addition that $h^*(y^*_y) \rightarrow h^*(x^*)$. This gives the required result. We have already remarked in Remark 45.13 on the pathology of the two topologies $T_{CLB}(E^*)$ and $T_{CC}(E^*)$. We will see in Example 45.16 that $T_{CC}(E^*)$ can be even more pathological in that the analog of Lemma 45.15 fails with $T_{CLB}(E^*)$ replaced by $T_{CC}(E^*)$.

Example 45.16. We give an example of a function $f \in CC(c_0)$ such that $f^*$ is not continuous on $c_0^{**} = \ell^\infty$. Define $f \in CC(c_0)$ by

$$f(x) := \sum_{n \geq 1} x_n 2^n \quad (x = \{x_n\}_{n \geq 1} \in c_0).$$

Since $f \in PCLSC(c_0)$ and $\text{dom } f = c_0$, the $\text{dom lemma}$, Lemma 13.3, and translation imply that $f$ is continuous on $c_0$. Now let $\xi = \{\xi_n\}_{n \geq 1} \in \ell^\infty$. For $N \geq 1$, let $x_N \in c_0$ be defined by

$$(x_N)_n := \begin{cases} \xi_n, & \text{if } n \leq N; \\ 0, & \text{otherwise}. \end{cases}$$

From the Fenchel–Moreau theorem, Corollary 12.4,

$$f^*(\tilde{x}_N) = f(x_N) = \sum_{n=1}^N x_n 2^n.$$
Now \( \widehat{x}_N \to \xi \) in \( w(\ell^\infty, \ell^1) \), and so the \( w(\ell^\infty, \ell^1) \)-lower semicontinuity of \( f^{**} \) mentioned in (38.1) implies that
\[
 f^{**}(\xi) \leq \lim_{N \to \infty} f^{**}(\widehat{x}_N) = \lim_{N \to \infty} f(x_N) = \sum_{n \geq 1} x_{n2n}. \tag{45.6}
\]
For \( N \geq 1 \), define \( g_N \in \mathcal{CC}(\mathbb{R}^N) \) by \( g_N(x_1, \ldots, x_N) := \sum_{n=1}^N x_{n2n} \) and \( f_N \in \mathcal{CC}(c_0) \) by \( f_N(x) := g_N(x_1, \ldots, x_N) \) \((x = \{x_n\}_{n \geq 1} \in c_0) \). It is easily seen that if \( y \in \ell^1 \) and \( f_N^*(y) < \infty \) then \( y_{N+1} = y_{N+2} = \cdots = 0 \), and so, using the Fenchel–Moreau theorem, Corollary 12.4, again,
\[
f_N^{**}(\xi) = \sup \{(y, \xi) - f_N^*(y): y \in \ell^1, y_{N+1} = y_{N+2} = \cdots = 0\}
= \sup \{(z, (\xi_1, \ldots, \xi_N)) - f_N^*(z_1, \ldots, z_N, 0, 0, \ldots): z \in \mathbb{R}^N\}
= \sup \{(z, (\xi_1, \ldots, \xi_N)) - g_N^*(z): z \in \mathbb{R}^N\}
= g_N^{**}(\xi_1, \ldots, \xi_N) = g_N(\xi_1, \ldots, \xi_N) = \sum_{n=1}^N \xi_{n2n}.
\]
Now \( f \geq f_N \) on \( c_0 \), and so \( f^{**} \geq f_N^{**} \) on \( \ell^\infty \), from which, \( f^{**}(\xi) \geq \sum_{n=1}^N \xi_{n2n} \). Letting \( N \to \infty \), and combining this with (45.6), we see that
\[
f^{**}(\xi) = \sum_{n \geq 1} \xi_{n2n}.
\]
Let \( x^{**} := \{n^{-1/n}\}_{n \geq 1} \in \ell^\infty \) and, for \( N \geq 1 \), \( y_N^{**} \in \ell^\infty \) be defined by
\[
(y_N^{**})_n := \begin{cases} n^{-1/n}, & \text{if } n \leq N; \\ 1, & \text{otherwise.} \end{cases}
\]
Since \( \lim_{n \to \infty} n^{-1/n} = 1 \), \( y_N^{**} \to x^{**} \) in \( \ell^\infty \) as \( N \to \infty \). On the other hand, for all \( N \geq 1 \),
\[
f^{**}(y_N^{**}) \geq \sum_{n>1} 1 = \infty
\]
and
\[
f^{**}(x^{**}) = \sum_{n \geq 1} 1/n^2 < \infty.
\]
So \( f^{**}(y_N^{**}) \not\to f^{**}(x^{**}) \) as \( N \to \infty \). Consequently, \( f^{**} \) is not continuous on \( \ell^\infty \). Let \( x_N^{**} := x^{**} \). Then \( x_N^{**} \to x^{**} \) in \( \mathcal{T}_{CC}(E^{**}) \) and \( \|y_N^{**} - x_N^{**}\| \to 0 \), but \( y_N^{**} \not\to x^{**} \) in \( \mathcal{T}_{CC}(E^{**}) \). In other words, the analog of Lemma 45.15 with \( \mathcal{T}_{CLB}(E^{**}) \) replaced by \( \mathcal{T}_{CC}(E^{**}) \) fails.

Another difference between \( \mathcal{T}_{CC}(E^{**}) \) and \( \mathcal{T}_{CLB}(E^{**}) \) is exhibited by the following remark (compare Lemma 38.2(f)).

**Remark 45.17.** Let \( f \in \mathcal{CC}(c_0) \) be as in Example 45.16. Then, from the definition of \( \mathcal{T}_{CC}(\ell^\infty) \), \( f^{**} \) is \( \mathcal{T}_{CC}(\ell^\infty) \)-continuous. Since \( f^{**} \) is not \( \mathcal{T}_{\| \|}(\ell^\infty) \)-continuous, it follows that \( \mathcal{T}_{CC}(\ell^\infty) \not\subset \mathcal{T}_{\| \|}(\ell^\infty) \).

**Problem 45.18.** Let \( E \) be a general non–reflexive Banach space. Does there always exist \( f \in \mathcal{CC}(E) \) such that \( f^{**} \) is not continuous?
Remark 45.19. One might be led to suspect by analogy with the inf–
convolution formula for the conjugate of a sum referred to in Lemma 45.1(b)
that, in the situation of Lemma 45.1(a), \((f \vee g)^*(w^*)\) is given by the formula
\[
\min_{\rho \in [0,1], \ u^*, \ v^* \in E^*, \ \rho u^* + (1-\rho)v^* = w^*} \left[ \rho f^*(u^*) + (1-\rho)g^*(v^*) \right],
\]
(45.7)
but this is not necessarily true if \(f \not\in CC(E)\). The following example where
\(f \in \mathcal{PCLSC}(\mathbb{R}^2), \ g \in CC(\mathbb{R}^2)\) but (45.7) fails is due to S. Fitzpatrick (personal
communication). Define \(f\) and \(g\) by
\[
\begin{align*}
f(x_1, x_2) &:= \begin{cases} x_2 & \text{if } x_1 \geq 0; \\ \infty & \text{otherwise;}
\end{cases} \\
g(x_1, x_2) &:= x_1.
\end{align*}
\]
Then \((f \vee g)^*(0) = -\inf(f \vee g) = 0\). On the other hand, \(f^*\) is the indicator
function of \((-\infty, 0] \times \{1\}\) and \(g^*\) is the indicator function of \((\{1, 0\}\).
Consequently, if \(\rho \in [0,1], \ u^* \in \mathbb{R}^2, \ v^* \in \mathbb{R}^2\) and \(\rho u^* + (1-\rho)v^* = 0\) then \(\rho f^*(u^*) + (1-\rho)g^*(v^*) = \infty\), and so (45.7) fails. See Remark 45.20 below for
more discussion of this question.

Remark 45.20. We refer the reader to [45, Theorem 6, p. 3558 and Theorem
12, pp. 3560–3561] for a proof of the fact that if \(f, \ g \in \mathcal{PCLSC}(E)\) and
\(\bigcup_{\lambda>0} \lambda(\text{dom } f - \text{dom } g)\) is a closed subspace of \(E\) then \((f \vee g)^* = f^* \vee g^*\)
on \(E^*\), and \((f \vee g)^*(w^*)\) is given by the explicit formula described below.
This formula is defined by a two–stage process as follows. If \(w^* \in E^*\) and
\(\delta > 0\), let \(B(w^*, \delta) := \{x^* \in E^* : \|x^* - w^*\| < \delta\}\) and \(L(w^*, \delta)\) be the set
\[
\{ \rho, \sigma, u^*, v^* : \rho > 0, \ \sigma > 0, \ u^*, \ v^* \in E^*, \ \rho + \sigma = 1, \ \rho u^* + \sigma v^* \in B(w^*, \delta) \},
\]
and
\[
(f^* \wedge g^*)(w^*) := \inf_{(\rho, \sigma, u^*, v^*) \in L(w^*, \delta)} \left[ \rho f^*(u^*) + \sigma g^*(v^*) \right].
\]
Then the formula is that
\[
(f \vee g)^*(w^*) = \sup_{\delta > 0} (f^* \wedge g^*)(w^*) = \lim_{\delta \to 0} (f^* \wedge g^*)(w^*).
\]
More results on the situation discussed here have been obtained recently
by Bot–Wanka in [27]. However, for the reasons explained in the remarks
preceding Corollary 45.5, the restriction that \(f \in \mathcal{PCLSC}(E)\) makes this
version of the analysis inappropriate for some of the applications that we
have in mind.

Problem 45.21. Let \(\{x_{\gamma}^*\}\) be a net of elements of \(E^*, x^{**} \in E^{**}, x_{\gamma}^{**} \to x^{**}\) in \(w(E^{**}, E^*)\) and, for all \(x \in E\), \(\|x_{\gamma}^{**} - x\| \to \|x^{**} - x\|\). Does it necessarily
follow that, for all \(f \in \mathcal{CLB}(E)\), \(f^{**}(x_{\gamma}^{**}) \to f^{**}(x^{**})?\)
46 Maximally monotone multifunctions with convex graph

In this section, we consider the maximally monotone multifunctions with convex graph. This is a very small subclass of the maximally monotone multifunctions. However, it is an important subclass since it includes all affine maximally monotone operators, and all maximally monotone multifunctions whose inverse is an affine function. In Theorem 46.1, we consider some of the subclasses of the maximally monotone multifunctions introduced in Section 36 and Section 38 with reference to those with convex graph. In particular, we prove in Theorem 46.1(a,b) that there is no point in looking among the maximally monotone multifunctions with convex graph for an example of a maximally monotone multifunction that is not strongly maximally monotone or not of type (FPV). In Theorem 46.3, we give a sum theorem for maximally monotone multifunctions with convex graph.

**Theorem 46.1.** Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and $G(S)$ be convex. Then:

(a) $S$ is strongly maximal.
(b) $S$ is of type (FPV).
(c) If $S$ is of type (NI) then $S$ is of type (ED) (and hence of type (D) and type (FP)).

**Proof.** (a) Let $C$ be a nonempty $w(E,E^*)$–compact convex subset of $E$, $y^* \in E^*$ and for all $s \in G(S)$, there exists $b \in C \times \{y^*\}$ such that $q(s-b) \geq 0$, (36.8)

from which

$$\inf_{s \in G(S)} \max_{x \in C} q(s-(x,y^*)) \geq 0.$$ 

Now the function $q(s-(\cdot,y^*))$ is affine and continuous on $C$ and, from Lemma 19.7, the function $q(-s(x,y^*))$ is convex on $G(S)$. From the minimax theorem, Theorem 3.2, with $X := G(S)$, $Y := C$ and the function

$$(s,x) \mapsto q(s-(x,y^*)),$$

there exists $x \in C$ such that, for all $s \in G(S)$, $q(s-(x,y^*)) \geq 0$. Since $S$ is maximally monotone, it follows from this that $(x,y^*) \in G(S)$ (see Definition 20.1). This gives (36.9). Similarly, if $C$ is a nonempty $w(E^*,E)$–compact subset of $E^*$, $y \in E$ and for all $s \in G(S)$, there exists $b \in \{y\} \times C$ such that $q(s-b) \geq 0$, (36.10) then, using the function $(s,x^*) \mapsto q(s-(y,x^*))$, (36.11) is satisfied. This completes the proof of (a).
(b) Let \( U \) be an open convex subset of \( E \), \( d \in U \times E^* \), \( U \cap D(S) \neq \emptyset \) and
\[
s \in G(S) \text{ and } s_1 \in U \implies q(s-d) \geq 0. \tag{36.7}
\]
Our aim is to prove that
\[
d \in G(S). \tag{46.1}
\]
Since \( U \cap D(S) \neq \emptyset \), we can fix \( t \in G(S) \) such that \( t_1 \in U \). Let \( M := q(t-d) \).
From (36.7), \( M \geq 0 \). Let \( 0 < \delta < \text{dist}(t_1, E \setminus U) \). We first prove that
\[
s \in G(S) \text{ and } x \in U \implies q(s-d) + \frac{M}{\delta} \|s_1 - x\| \geq 0. \tag{46.2}
\]
Let \( s \in G(S) \) and \( x \in U \). If \( s_1 = x \) then this is immediate from (36.7), so we can and will suppose that \( s_1 \neq x \). Let \( \eta := \|s_1 - x\| > 0 \). Write \( c := \frac{\delta s + \eta t}{\delta + \eta} \in G(S) \).
Then \[
\frac{(\delta + \eta)c_1 - \delta x}{\eta} = \frac{\delta s_1 + \eta t_1 - \delta x}{\eta} = \frac{\delta s_1 - x}{\eta} + t_1 \in U
\]
consequently,
\[
c_1 \in \frac{\delta x + \eta U}{\delta + \eta} \subset U.
\]
Thus, from (36.7), \( q(c - d) \geq 0 \). From Lemma 19.7, the function \( q(\cdot - d) \) is convex on \( G(S) \), hence
\[
\frac{\delta q(s-d) + \eta q(t-d)}{\delta + \eta} \geq 0,
\]
which gives (46.2). From the Hahn–Banach–Lagrange theorem, Theorem 1.11 with \( C := G(S) \times U \), \( k(s,x) := q(s-d) \) and \( j(s,x) := s_1 - x \), there exists \( x^* \in E^* \) such that
\[
(s,x) \in G(S) \times U \implies q(s-d) + \langle s_1 - x, x^* \rangle \geq 0
\]
\[
\implies \langle d_1, s_2 \rangle + \langle s_1, d_2 - x^* \rangle - q(s) \leq q(d) - \langle x, x^* \rangle,
\]
or equivalently, using the definition of \( \varphi_S \) and (23.11), for all \( x \in U \),
\[
\langle x, x^* \rangle \leq q(d) - \varphi_S(d_1, d_2 - x^*) \leq q(d) - q(d_1, d_2 - x^*) = \langle d_1, x^* \rangle \tag{46.3}
\]
Now \( d_1 \in U \) and \( U \) is open, so it follows that \( x^* = 0 \). Substituting this back in (46.3), we obtain that \( \varphi_S(d) \leq q(d) \), and (23.10) implies that \( d \in G(S) \), i.e., (46.1) is satisfied. This completes the proof of (b).
(c) Let \( w \in G(\overline{S}) \). From (36.1) and (36.3),
\[
v \in B^* \implies \inf_{s \in G(S)} \tilde{q}(\iota(s) - w) \geq 0 \geq \inf_{s \in G(S)} \tilde{q}(\iota(s) - w - v). \quad (46.4)
\]
Now Lemma 19.4, with \( B \) and \( q \) replaced by \( B^* \) and \( \tilde{q} \), respectively and \( A := \iota(G(S)) - w \) gives
\[
v \in B^* \implies [w, v] \leq \sup_{s \in G(S)} [\iota(s), v], \quad (46.5)
\]
Thus, from Theorem 45.12, \( w \in G(S)^{\mathcal{CLB}} \), which completes the proof that \( S \) is of type (ED). \( \square \)

**Remark 46.2.** It is also possible to prove Theorem 46.1(a) using the Hahn–Banach–Lagrange theorem, Theorem 1.11, rather than a minimax theorem. As a hint, we point out that, in (40.1), the map \( s \mapsto \langle s_1, s_2 - y^* \rangle \) is convex on \( G(S) \), and the map \( \sup \langle D, \cdot \rangle \) is sublinear on \( E^* \) and, in (40.2), the map \( s \mapsto \langle s_1 - y, s_2 \rangle \) is convex on \( G(S) \), and the map \( \sup \langle \cdot, D \rangle \) is sublinear on \( E^* \). The problem is to show that a linear map on \( E^* \) dominated by \( \sup \langle D, \cdot \rangle \) on \( E^* \) is necessarily of the form \( \langle x, \cdot \rangle \) for some \( x \in D \). This is true, but more technical. It is for this reason that we have opted to use a minimax proof.

**Theorem 46.3.** Let \( E \) be a nonzero Banach space, \( S, T: E \rightrightarrows E^* \) be maximally monotone, \( G(S) \) and \( G(T) \) be convex and \( \bigcup_{\lambda > 0} [D(S) - D(T)] \) be a closed subspace of \( E \). Then \( S + T \) is maximally monotone.

**Proof.** We will prove this result using (23.10). So let \( b \in E \times E^* \) and \( \varphi_{S+T}(b) \leq q(b) \), that is to say \( b \) is monotonically related to \( G(S + T) \). Now let \((x, y^*) \in G(S) - b \) and \((x, z^*) \in G(T) - b \). Then
\[
(x + b_1, y^* + z^* + 2b_2) \in G(S + T),
\]
from which
\[
q(x, y^*) + q(x, z^*) + 2b_2 \circ \pi_1(x, z^*) = \langle x, y^* + z^* + 2b_2 \rangle = \langle (x + b_1) - b_1, (y^* + z^* + 2b_2) - b_2 \rangle \geq 0.
\]
Thus we have proved that
\[
(x, y^*) \in G(S) - b \text{ and } (x, z^*) \in G(T) - b \implies q(x, y^*) + q(x, z^*) + 2b_2 \circ \pi_1(x, z^*) \geq 0. \quad (46.6)
\]
Now let \( p := q + \mathbb{1}_{G(S)-b} \) and \( r := q + \mathbb{1}_{G(T)-b} + 2b_2 \circ \pi_1 \). Then (46.6) gives
\[
(x, y^*, z^*) \in E \times E^* \times E^* \implies p(x, y^*) + r(x, z^*) \geq 0.
\]
Now give \( E \times E^* \) the topology \( T_{\| \cdot \|}(E \times E^*) \). It is clear from Lemma 19.7, the convexity and the closedness of \( G(S) \) and \( G(T) \), and the continuity of \( q \) that \( p, r \in \mathcal{PCLSC}(E \times E^*) \). Furthermore,
\[
\pi_1 \dom p - \pi_1 \dom r = (D(S) - b_1) - (D(T) - b_1) = D(S) - D(T).
\]
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Thus Lemma 16.2 gives \( x^* \in E^* \) such that
\[
p^*(0, -x^*) + r^*(0, x^*) \leq 0. \tag{46.7}
\]
However, by direct computation and (23.11),
\[
p^*(0, -x^*) = \varphi_S(b_1, b_2 - x^*) - q(b_1, b_2 - x^*) \geq 0
\]
and
\[
r^*(0, x^*) = \varphi_T(b_1, x^*) - q(b_1, x^*) \geq 0,
\]
and so substituting into (46.7) yields
\[
\varphi_S(b_1, b_2 - x^*) = q(b_1, b_2 - x^*) \quad \text{and} \quad \varphi_T(b_1, x^*) = q(b_1, x^*).
\]
Thus, from (23.11) again, \( (b_1, b_2 - x^*) \in G(S) \) and \( (b_1, x^*) \in G(T) \). Consequently, \( b = (b_1, (b_2 - x^*) + x^*) \in G(S + T) \). This completes the proof of (23.10), and establishes the maximal monotonicity of \( S + T \). \( \square \)

**Problem 46.4.** Are there any maximally monotone multifunctions with convex graph which are not either affine or with an affine inverse?

### 47 Possibly discontinuous positive linear operators

Let \( D(S) \) be a linear subspace of \( E \) and \( S: D(S) \to E^* \) a (possibly discontinuous) linear operator such that
\[
x \in D(S) \implies \langle x, Sx \rangle \geq 0.
\]
In Section 17, we observed that if \( D(S) = E \) then \( S \) is maximally monotone. Furthermore, \( S \) is automatically continuous (exercise!). In this section, we consider the situation when \( D(S) \) is a proper subspace of \( E \). It is still true and easy to see that \( S \) is monotone.

We first give a characterization of the maximal monotonicity of \( S \) in Theorem 47.1, and give in Theorem 47.3 a sufficient condition for the sum of maximally monotone linear operators to be maximally monotone. We then turn to some of the subclasses of the maximally monotone multifunctions introduced in Section 36 and Section 38, with reference to these linear operators. It was proved in Bauschke–Borwein, [9, Theorem 4.1, pp. 10–12], that if \( S: E \to E^* \) is continuous, linear and positive then
\[
S \text{ is of type (NI)} \iff S \text{ is of type (FP)}. \tag{47.1}
\]
In fact, there are many other equivalent conditions in [9, Theorem 4.1], for instance that \( S^* \) be positive. We show (among other things) in Theorem 47.5(c) that the implication \( \implies \) in (47.1) remains true in the discontinuous case. Finally, we prove in Theorem 47.7 that there is no point in looking among the continuous linear operators for an example of a maximally monotone multifunction that is not of type (ANA).
Some of the results in this section appear in Phelps–Simons, [69], with proofs based on the Eidelheit separation theorem, and in [98] with proofs based on a minimax theorem.

We start off by giving a characterization of the maximal monotonicity of $S$ in terms of subsets of $E$ (rather than of $E \times E^*$).

**Theorem 47.1.** Let $S: D(S) \to E^*$ be monotone and linear. Then $S$ is maximally monotone if, and only if, $D(S)$ is dense and

$$\pi_1\{b \in E \times E^*: \varphi_S(b) \le q(b)\} \subset D(S). \quad (47.2)$$

**Proof.** ($\Rightarrow$) Suppose that $S$ is maximally monotone. Let $z^* \in E^*$ and $\langle D(S), z^* \rangle = \{0\}$. Then

$$\varphi_S(0, z^*) = \sup_{x \in D(S)} [0 + 0 - \langle x, Sx \rangle] = 0 = q(0, z^*),$$

and so, from (23.11), $(0, z^*) \in G(S)$, from which $z^* = S0 = 0$. Thus we have proved that if $z^* \in E^*$ then $\langle D(S), z^* \rangle = \{0\} \implies z^* = 0$. Corollary 4.6 now implies that $D(S)$ is dense. Furthermore, we have from (23.10) that

$$\{b \in E \times E^*: \varphi_S(b) \le q(b)\} \subset G(S)$$

from which (47.2) is immediate.

($\Leftarrow$) Let $D(S)$ be dense and (47.2) be satisfied. Let $b \in E \times E^*$ and $\varphi_S(b) \le q(b)$. From (47.2), $b_1 \in D(S)$. Now let $x \in D(S)$, and $\lambda$ be an arbitrary real number. Then $(b_1 + \lambda x, Sb_1 + \lambda Sx) \in G(S)$, from which

$$\langle b_1, Sb_1 + \lambda Sx \rangle + \langle b_1 + \lambda x, b_2 \rangle - \langle b_1 + \lambda x, Sb_1 + \lambda Sx \rangle \le \varphi_S(b) \le q(b) = \langle b_1, b_2 \rangle.$$

This implies that $\lambda^2 \langle x, Sx \rangle + \lambda \langle x, Sb_1 - b_2 \rangle \ge 0$. Since this holds for all $\lambda \in \mathbb{R}$, we deduce that $\langle x, Sb_1 - b_2 \rangle = 0$ (exercise!). The density of $D(S)$ now implies that $Sb_1 = b_2$, i.e., $b \in G(S)$, and the maximal monotonicity of $S$ follows from (23.10). \qed

Now let

$$H(S) := \pi_1\{b \in E \times E^*: \varphi_S(b) \le q(b)\}.$$

Lemma 47.2 below gives a characterization of $H(S)$, which implies, in particular, that $H(S)$ is closed under multiplication by scalars, and also that $H(S)$ is an $F_\sigma$.

**Lemma 47.2.** Let $S: D(S) \to E^*$ be monotone and linear and $z \in E$. Then $z \in H(S)$ if, and only if, there exists $M \ge 0$ such that

$$x \in D(S) \implies \langle z - x, Sx \rangle \le M\|z - x\|. \quad (47.3)$$
Proof. If $z \in H(S)$ then there exists $b \in E \times E^*$ such that $b_1 = z$ and
\[ \sup_{x \in D(S)} \left[ \langle b_1, Sx \rangle + \langle x, b_2 \rangle - \langle x, Sx \rangle \right] = \varphi_S(b) \leq q(b) = \langle b_1, b_2 \rangle. \]
Thus
\[ x \in D(S) \implies \langle z - x, Sx \rangle \leq \langle z - x, b_2 \rangle \leq \|z - x\| \|b_2\|, \]
and (47.3) follows with $M = \|b_2\|$. Suppose, conversely, that $M \geq 0$ and (47.3) is satisfied. Then
\[ \inf_{x \in D(S)} \left[ M \|z - x\| + \langle x - z, Sx \rangle \right] \geq 0. \]
Now the function $x \mapsto \langle x - z, Sx \rangle$ is convex and so, from the Hahn–Banach–Lagrange theorem, Theorem 1.11, there exists $z^* \in E^*$ such that $\|z^*\| \leq M$ and
\[ \inf_{x \in D(S)} \left[ (z - x, z^*) + \langle x - z, Sx \rangle \right] \geq 0. \]
Since this can be rewritten $\varphi_S(z, z^*) \leq q(z, z^*)$, we have $z \in H(S)$. \qed

Our next result is a substantial generalization of Phelps–Simons, [69, Theorem 7.2, p. 325].

Theorem 47.3. Let $E$ be a nonzero Banach space, $S$: $D(S) \to E^*$ and $T$: $D(T) \to E^*$ be maximally monotone and linear and $\bigcup_{\lambda > 0} \lambda [D(S) - D(T)]$ be a closed subspace of $E$. Then $S + T$ is maximally monotone.

Proof. This is immediate from Theorem 46.3. \qed

Examples 47.4. The following examples of discontinuous maximally monotone linear operators are taken from Phelps–Simons, [69, Example 4.3, p. 311, Example 6.4, p. 318, and Example 7.4, p. 326], to which we refer the reader for a more comprehensive analysis.

- Let $E := L^1[0,1]$, $D(S) = \{ x \in L^1 : x \text{ is Lipschitz and } x(0) = 0 \}$. Define $S$: $D(S) \to L^\infty$ by $Sx := x'$. Then $S$ is maximally monotone.
- Let $E := L^1[0,1]$, $D(S) = \{ x \in L^1 : x \text{ is Lipschitz and } x(0) = x(1) \}$. Define $S$: $D(S) \to L^\infty$ by $Sx := x'$. Then $S$ is maximally monotone.
- Let $E := \ell^2$, and define $V$, $W$: $\ell^2 \to \ell^2$ by $Vx := (x_1, x_2 - x_1, x_3 - x_2, \ldots)$ and $Wx := (x_1 - x_2, x_2 - x_3, x_3 - x_4, \ldots)$ for $x = \{x_n\}_{n \geq 1} \in \ell^2$. Both $V$ and $W$ are injective, so we can define $S$ and $T$ by $S := V^{-1}$ (with $D(S) = R(V)$) and $T := W^{-1}$ (with $D(T) = R(W)$). $S$ and $T$ are maximally monotone. Even though $D(S) - D(T)$ is dense in $\ell^2$, $S + T$ is not maximally monotone (exercise!). Compare this example with Theorem 24.1. (In fact, it is even true that $D(S) \cap D(T)$ is dense in $\ell^2$ — see [69].)
Theorem 47.5(a) first appeared in Bauschke–Simons, [11, Theorem 1.1, pp. 166–167], Theorem 47.5(b) first appeared in [98, Theorem 38.2, pp. 146–147] and Theorem 47.5(c) first appeared in [69, Theorem 6.7, p. 320–323]. (We point out that the “decomposition technique” used in [9] does not seem to be applicable to the discontinuous case.)

**Theorem 47.5.** Let \( S : D(S) \to E^* \) be linear and maximally monotone. Then:

(a) \( S \) is strongly maximally monotone.

(b) \( S \) is of type (FPV).

(c) If \( S \) is of type (NI) then \( S \) is of type (ED) (and hence of type (D) and type (FP)).

**Proof.** These results are all immediate from the corresponding parts of Theorem 46.1. \( \square \)

**Problem 47.6.** Is the converse of Theorem 47.5(c) true? That is to say, if \( S : D(S) \to E^* \) is linear and of type (FP) then is \( S \) necessarily maximally monotone of type (NI)?


**Theorem 47.7.** Let \( S : E \to E^* \) be positive and linear. Then \( S \) is maximally monotone of type (ANA).

**Proof.** Suppose that \((x, x^*) \in E \times E^* \setminus G(S)\). Then \( Sx \neq x^* \). For all \( n \geq 1 \), we can find \( z_n \in E \) such that \( \|z_n\| = 1 \) and

\[
\langle z_n, Sx - x^* \rangle \to -\|Sx - x^*\| \quad \text{as} \quad n \to \infty. \quad (47.4)
\]

For all \( n \geq 1 \), let \( y_n := x + z_n/n \). Then \( \|Sy_n - Sx\| = \|Sz_n\|/n \leq \|S\|/n \) hence

\[
\|Sy_n - Sx\| \to 0 \quad \text{and} \quad \|Sy_n - x^*\| \to \|Sx - x^*\| \neq 0 \quad \text{as} \quad n \to \infty. \quad (47.5)
\]

Now, for all sufficiently large \( n \geq 1 \), we have the inequality

\[
\frac{\langle y_n - x, Sy_n - Sx \rangle}{\|y_n - x\|\|Sy_n - x^*\|} \leq \frac{\|Sy_n - Sx\|}{\|Sy_n - x^*\|}.
\]

Combining this with (47.5), we obtain that

\[
\frac{\langle y_n - x, Sy_n - Sx \rangle}{\|y_n - x\|\|Sy_n - x^*\|} \to 0 \quad \text{as} \quad n \to \infty. \quad (47.6)
\]

On the other hand, from (47.4) and (47.5),

\[
\frac{\langle y_n - x, Sx - x^* \rangle}{\|y_n - x\|\|Sy_n - x^*\|} = \frac{\langle z_n, Sx - x^* \rangle}{\|Sy_n - x^*\|} \to -\|Sx - x^*\| / \|Sx - x^*\| = -1 \quad \text{as} \quad n \to \infty.
\]
Adding this to (47.6), we obtain that
\[
\frac{\langle y_n - x, Sy_n - x^* \rangle}{\|y_n - x\|\|Sy_n - x^*\|} \to -1 \quad \text{as } n \to \infty.
\]
This completes the proof that $S$ is of type (ANA).

**Remark 47.8.** As we have already observed in Problem 36.12, we do not know if $S$ is necessarily of type (ANA) if $D(S)$ is a subspace of $E$ and $S: D(S) \to E^*$ is linear and maximally monotone.

In our next example, we show that the “tail” operator serves to distinguish type (ANA) and type (BR).

**Example 47.9.** Let $E = \ell^1$, and $S: \ell^1 \to \ell^\infty = E^*$ be the positive linear operator defined in Remark 36.6. Theorem 47.7 clearly implies that $S$ is of type (ANA). Now, by direct computation, $Se^{(1)} = e^{(1)}$ and $S^*\hat{e}^{(1)} = e$. Let $x^* := Se^{(1)} + S^*\hat{e}^{(1)} \in \ell^\infty$. Then, for all $x \in \ell^1$,
\[
\langle x, Sx - x^* \rangle = \langle x, Sx \rangle - \langle x, Se^{(1)} \rangle - \langle x, S^*\hat{e}^{(1)} \rangle = \langle x, Sx \rangle - \langle x, Se^{(1)} \rangle - \langle Se^{(1)}, Sx \rangle = \langle x - e^{(1)}, Sx - Se^{(1)} \rangle - \langle e^{(1)}, Se^{(1)} \rangle \geq 0 - 1 = -1 > -4 \cdot \frac{1}{2}.
\]
So if $S$ were of type (BR) then there would exist $x \in \ell^1$ such that
\[
\|x - 0\| \leq 4 \quad \text{and} \quad \|Sx - x^*\| \leq \frac{1}{2}.
\]
This is clearly impossible since, for all $x \in E$, $Sx \in c_0$ and so $\|Sx - x^*\| \geq 1$. So $S$ is not of type (BR).

**Remark 47.10.** The author is grateful to Heinz Bauschke for pointing out to him that certain Banach spaces cannot support continuous linear ultramaximally monotone operators. If $S: E \to E^*$ is continuous, linear and ultramaximal monotone then it can be seen that
\[
x^{**} \in E^{**} \quad \text{and} \quad S^{**}x^{**} \in \hat{E}^* \quad \Rightarrow \quad x^{**} \in \hat{E},
\]
that is, $S$ is *Tauberian* — see Wilansky, [116, p. 175]. It follows from [116, Theorem 11-4-2, pp. 174–175] that if $E$ is not reflexive then the closure in $E^*$ of the image under $S$ of the unit ball of $E$ is not weakly compact in $E^*$ hence, in the notation of Saab–Saab, [85, Definition 6, p. 378], $E$ does not have “property (w)” . Spaces with this property are discussed in [85, pp. 378–380 and Proposition 47, p. 386]. In particular, $E$ cannot be of the form $c_0(\Gamma)$ or $C(\Omega)$ ($\Omega$ compact Hausdorff). See also the discussion in Bauschke, [6, pp. 167–169].
48 Subtler properties of subdifferentials

The main result of this section is Theorem 48.1, in which we show that if \( f \in \mathcal{PCLSC}(E) \) then \( \int (G(\partial f)) \) is dense in \( G^{-1}(\partial f^*) \) in \( T_{CLBN}(E^* \times E^*) \).

Theorem 48.1, Theorem 48.4(a) and Lemma 48.9 represent sharpenings of results proved by Gossez and Rockafellar, which used some rather delicate functional analysis. (See the comments preceding Lemma 48.9 for a more detailed discussion.) Our proof uses Lemma 45.9(a), which depends ultimately on the formula for the biconjugate of a maximum that we established in Theorem 45.3. It is then but a short step to Theorem 48.4(b), in which we prove that subdifferentials are maximally monotone of type (ED). Theorem 48.4(c–g) contain a number of consequences of this. Further, every maximally monotone multifunction of type (ED) is automatically of “dense type” in the sense introduced by Gossez in [47, Corollaire 3.1, pp. 378–379]. Thus Theorem 48.4(b) extends the result proved in [47, Théorème 3.1, pp. 376–378] that subdifferentials are maximally monotone of dense type. Corollary 48.8 contains a result that is approximately a considerable generalization of the Brøndsted–Rockafellar theorem.

Theorem 48.1. Let \( E \) be a nonzero Banach space and \( f \in \mathcal{PCLSC}(E) \). Then \( G^{-1}(\partial f^*) \subset (G(\partial f))^\ast \ast \).

Proof. Let \( v \) be an arbitrary element of \( G^{-1}(\partial f^*) \). Lemma 45.9(a), provides a net \( \{x_\gamma\} \) of elements of \( E \) such that

\[
\hat{x}_\gamma \to v_1 \text{ in } T_{CLB}(E^*) \quad \text{and} \quad f(x_\gamma) \to f^*(v_1). \tag{48.1}
\]

Since \( v \in G^{-1}(\partial f^*) \), we have \( f^*(v_1) + f^*(v_2) = \tilde{q}(v) \), from which \( f^*(v_1) \in \mathbb{R} \), and so we can and will suppose that, for all \( \gamma \), \( f(x_\gamma) \in \mathbb{R} \). Let \( \eta_\gamma := f(x_\gamma) + f^*(v_2) - q(x_\gamma, v_2) = f(x_\gamma) + f^*(v_2) - \tilde{q}(\hat{x}_\gamma, v_2) \). From (48.1) and Lemma 38.2(a), \( \eta_\gamma \to f^*(v_1) + f^*(v_2) - \tilde{q}(v) = 0 \). The Fenchel–Young inequality, (8.2), implies that \( \eta_\gamma \geq 0 \). Now if \( \eta_\gamma > 0 \) then it follows from Theorem 18.6 that there exists \( s_\gamma = (s_{\gamma 1}, s_{\gamma 2}) \in G(\partial f) \) such that \( \|s_{\gamma 1} - x_\gamma\| \leq \sqrt{\eta_\gamma} \) and \( \|s_{\gamma 2} - v_2\| \leq \sqrt{\eta_\gamma} \); if, on the other hand, \( \eta_\gamma = 0 \), this remains true with \( s_\gamma := (x_\gamma, v_2) \). Since \( \|s_{\gamma 1} - \hat{x}_\gamma\| = \|s_{\gamma 1} - x_\gamma\| \to 0 \), the first part of (48.1) and Lemma 45.15 imply that, \( s_{\gamma 1} \to v_1 \) in \( T_{CLB}(E^*) \). The result now follows since \( s_{\gamma 2} \to v_2 \) in \( T_\| \|E^* \| \| \).

We now give a simple corollary of Theorem 48.1, which should be compared with Gossez, [47, Corollaire 3.1, pp. 378–379].

Corollary 48.2. Let \( E \) be a nonzero Banach space, \( C \) be a nonempty closed convex subset of \( E \) and \( \bar{C} \) be the \( w(E^*, E^*) \)-closure of \( C \) in \( E^* \). If \( x^* \in \bar{C} \), \( x^* \in E^* \) and \( \langle x^*, x^* \rangle = \sup(C, x^*) \) then there exists a net \( \{s_\gamma\} \) of elements of \( G(N_C) \) such that \( \nu(s_\gamma) \to (x^*, x^*) \) in \( T_{CLBN}(E^* \times E^*) \).

Proof. Let \( f := \mathbb{I}_C \) and apply Theorem 48.1. \( \square \)
We do not know if the analogs of Theorem 48.1 and Corollary 48.2 with $T_{CLB}(E^{**})$ replaced by $T_{CC}(E^{**})$ are true. Specifically:

**Problem 48.3.** Let $E$ be a nonzero Banach space. Let $f \in PCLSC(E)$. Then is it always true that $G^{-1}(\partial f^*) \subset (G(\partial f))^{CCN}$? Let $C$ be a nonempty proper closed convex subset of $E$, $\tilde{C}$ be the $w(E^{**},E^*)$–closure of $\hat{C}$ in $E^{**}$, $x^* \in E^*$ and $\langle x^*,x^* \rangle = \sup \langle C,x^* \rangle$. Then does there necessarily exist a net $\{s_\gamma\}$ of elements of $G(NC)$ such that $\iota(s_\gamma) \to (x^{**},x^*)$ in $T_{CCN}(E^{**} \times E^*)$?

**Theorem 48.4.** Let $E$ be a nonzero Banach space and $f \in PCLSC(E)$.

(a) Let $w \in E^{**} \times E^*$. Then the conditions (48.2)–(48.4) are equivalent:

$$w \in G(\bar{\partial}f)$$
$$\inf_{v \in G^{-1}(\partial f^*)} \tilde{q}(v - w) \geq 0$$
$$w \in G^{-1}(\partial f^*).$$

(b) $\partial f$ is maximally monotone of type (ED).

(c) $\partial f$ is maximally monotone of type (FP).

(d) $\partial f$ is maximally monotone of type (FPV).

(e) $\partial f$ is strongly maximally monotone.

(f) $\partial f$ is maximally monotone of type (ANA).

(g) $\partial f$ is maximally monotone of type (BR).

**Proof.** (a) ($(48.2) \implies (48.3)$) Let $v$ be an arbitrary element of $G^{-1}(\partial f^*)$. From Theorem 48.1 and Lemma 38.2(f), there exists a bounded net $\{s_\gamma\}$ of elements of $G(\partial f)$ such that $\iota(s_\gamma) \to v$ in $T_{W(N)}(E^{**} \times E^*)$. From (36.1) and (48.2), for all $\gamma$, $\tilde{q}(\iota(s_\gamma) - w) \geq 0$ hence, by passing to the limit and using (35.2), $\tilde{q}(v - w) \geq 0$. Thus we have established (48.3).

($(48.3) \implies (48.2)$) This is immediate from (36.1) since, from the Fenchel–Moreau theorem, Corollary 12.4, $s \in G(\partial f) \iff \iota(s) \in G^{-1}(\partial f^*)$.

($(48.3) \iff (48.4)$) This equivalence follows since, from Rockafellar’s maximal monotonicity theorem, Theorem 18.7, $\partial f^*: E^* \rightrightarrows E^{**}$ is maximally monotone.

(b) is immediate from (a) and Theorem 48.1, (c) from (b) and Theorem 37.1, (d) from (b) and Theorem 39.1, (e) from (b) and Theorem 40.1, (f) from (b) and Theorem 42.6(b), and (g) from (b) and Theorem 42.6(c).

**Remark 48.5.** Theorem 48.4(c) was first proved in [91]. Theorem 48.4(d) was first proved by Fitzpatrick–Phelps in [44, Corollary 3.4, p. 66] and Verona–Verona in [112, Theorem 3, p. 269]. Theorem 48.4(e) was first proved in [93, Theorem 6.1 and Theorem 6.2, p. 1386]. Theorem 48.4(f) was first proved in [96, Theorem 13, p. 229 and Theorem 26, p. 237].

Our next result is immediate from Theorem 48.4(b) and Theorem 42.6. Of course, Theorem 48.6 simultaneously extends both Theorem 48.4(f) and Theorem 48.4(g).
Theorem 48.6. Let $E$ be a nonzero Banach space, $f \in PCLSC(E)$, $b \in E \times E^*$ and $\alpha, \beta > 0$. Then:

(a) There exists $s \in G(\partial f)$ such that $s_1 \neq b_1$, $s_2 \neq b_2$,

$$\frac{\|s_1 - b_1\|}{\|s_2 - b_2\|} \text{ as near as we please to } \frac{\alpha}{\beta}$$

and

$$\frac{q(s - b)}{\|s_1 - b_1\| \|s_2 - b_2\|} \text{ as near as we please to } -1.$$  

(b) If, further, $\inf_{s \in G(\partial f)} q(s - b) > -\alpha \beta$, then we can take $s$ so that, in addition, $\|s_1 - b_1\| < \alpha$ and $\|s_2 - b_2\| < \beta$.

Theorem 48.6(b) leads to a new version of the Brøndsted–Rockafellar theorem for subdifferentials, which we shall state as Corollary 48.8. The bridge between these two results is provided by Lemma 48.7 below, which was essentially proved by Martínez-Legaz–Théra in [61]. It was also shown in [61] that the inequality (48.5) can easily be strict. For instance, we can take $E := \mathbb{R}$, and $f(t) := t^2$. Then, for all $b \in \mathbb{R}^2$,

$$\inf_{s \in G(\partial f)} q(s - b) = -\frac{(2b_1 - b_2)^2}{2} = -\frac{(f'(b_1) - b_2)^2}{2}$$

and

$$f(b_1) + f^*(b_2) - q(b) = \frac{(2b_1 - b_2)^2}{4} = \frac{(f'(b_1) - b_2)^2}{4}.$$  

So the inequality (48.5) is always strict in this case when $b \notin G(\partial f)$.

Lemma 48.7. Let $E$ be a nonzero Banach space, $f \in PCLSC(E)$ and $b \in E \times E^*$. Then

$$\inf_{s \in G(\partial f)} q(s - b) \geq -\left[f(b_1) + f^*(b_2) - q(b)\right]. \quad (48.5)$$

Proof. This follows from the observation that if $s \in G(\partial f)$ then, using the Fenchel–Young inequality, (8.2),

$$q(s - b) + f (b_1) + f^*(b_2) - q(b)$$

$$\geq q(s - b) + \langle b_1 - s_1, s_2 \rangle + f(s_1) + f^*(b_2) - q(b)$$

$$\geq q(s - b) + \langle b_1 - s_1, s_2 \rangle + \langle s_1, b_2 \rangle - q(b) = 0. \quad \square$$

Corollary 48.8 tells us that, provided that we replace “$\leq$” by “$<$” in the appropriate places, in addition to the other conclusions that we had in the classical Theorem 18.6, we can exert considerable control over the values of $\|s_1 - b_1\|$, $\|s_2 - b_2\|$ and $q(s - b)$. Of course, in any case when the inequality in (48.5) is strict, we can obtain a generalization of Theorem 18.6 by applying Theorem 48.6 and Lemma 48.7 with slightly smaller values of $\alpha$ and $\beta$. We leave details of this to the reader.
Corollary 48.8. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $b \in E \times E^* \setminus G(\partial f)$, $\alpha, \beta > 0$ and $f(b_1) + f^*(b_2) < q(b) + \alpha \beta$. Then there exists $s \in G(\partial f)$ such that $\|s_1 - b_1\| \in ]0, \alpha[\ , \ \|s_2 - b_2\| \in ]0, \beta[\ ,$
\[ \frac{\|s_1 - b_1\|}{\|s_2 - b_2\|} \text{ as near as we please to } \frac{\alpha}{\beta} \]
and
\[ \frac{q(s - b)}{\|s_1 - b_1\| \|s_2 - b_2\|} \text{ as near as we please to } -1. \]

Proof. This is immediate from Theorem 42.6 and Lemma 48.7. □

Theorem 48.4(e) lends some credence to the following

Conjecture: If $f \in \mathcal{PCLSC}(E)$, $C$ is a nonempty $w(E, E^*)$–compact convex subset of $E$, $C^*$ is a nonempty $w(E^*, E)$–compact convex subset of $E^*$ and, for all $s \in G(\partial f)$, there exists $b \in C \times C^*$ such that $q(s - b) \geq 0$
then
\[ G(\partial f) \cap (C \times C^*) \neq \emptyset. \]

It was proved by Kum in [56, Theorem 2, pp. 374–375], Luc in [57, Theorem 2.2, p. 368] and Zagrodny in [117, Theorem 3.1, p. 305] that if $E = \mathbb{R}$ then this conjecture is true.

There are also examples in [57, pp. 368–370] and [117, Example 3.3, pp. 306–307] that if $E = \mathbb{R}^2$ then the conjecture fails (even with $f$ a $C^1$ function).

Finally, it was proved in [117, Theorem 4.1, pp. 307–308] that if $C$ and $C^*$ satisfy the further condition that there exists $b_0 \in C \times C^*$ satisfying
\[ b \in C \times C^* \implies q(b - b_0) = 0 \quad (48.6) \]
then the conjecture is true and further, by an extremely intricate and ingenious argument, in [117, Theorem 5.2, pp. 309–314] that if $E = \mathbb{R}^2$ and the conjecture is true then there exists $b_0 \in C \times C^*$ satisfying (48.6).

Lemma 48.9 below is the final step needed to obtain sharpenings of results proved by Gossez in [47, Théorème 3.1 and Lemme 3.1, pp. 376–378] which were, in turn, sharpenings of results proved by Rockafellar in [80, Proposition 1, pp. 211–212]. We note that Lemma 48.9 is not needed to obtain Theorem 48.4(b) above.

Lemma 48.9. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $v \in G^{-1}(\partial f^*)$ and $\{s_\gamma\} = \{(s_{\gamma 1}, s_{\gamma 2})\}$ be a bounded net of elements of $G(\partial f)$ such that $\iota(s_\gamma) \to v$ in $T_{WN}(E^{**} \times E^*)$. Then $f(s_{\gamma 1}) \to f^*(v_1)$. 
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Combining this with (48.7), we derive that \( \lim_{\gamma} q(s_\gamma) = \tilde{q}(s_\gamma) \rightarrow \tilde{q}(v) \). For each \( \gamma, s_\gamma \in G(\partial f) \) and so
\[
f(s_{\gamma 1}) + f^*(s_{\gamma 2}) = q(s_\gamma).
\]
Hence, passing to the limit,
\[
\limsup_{\gamma} f(s_{\gamma 1}) + \liminf_{\gamma} f^*(s_{\gamma 2}) \leq \tilde{q}(v).
\]
Since \( s_{\gamma 2} \rightarrow v_2 \) in \( T_{\|\|}(E^*) \) and \( f^* \in \mathcal{PLSC}(E^*) \), \( \liminf_{\gamma} f^*(s_{\gamma 2}) \geq f^*(v_2) \), thus, using the assumption that \( v \in G^{-1}(\partial f^*) \),
\[
\limsup_{\gamma} f(s_{\gamma 1}) \leq \tilde{q}(v) - f^*(v_2) = f^{**}(v_1). \tag{48.7}
\]
On the other hand, since \( s_{\gamma 1} \rightarrow v_1 \) in \( w(E^{**}, E^*) \), it follows from the \( w(E^{**}, E^*) \)-lower semicontinuity of \( f^{**} \) mentioned in (38.1) that
\[
\liminf_{\gamma} f(s_{\gamma 1}) \geq \liminf_{\gamma} f^{**}(s_{\gamma 1}) \geq f^{**}(v_1).
\]
Combining this with (48.7), we derive that \( \lim_{\gamma} f(s_{\gamma 1}) = f^{**}(v_1) \). \hfill \Box

## 49 Saddle functions and type (ED)

The main result of this section is Theorem 49.6, in which we prove that if \( E \) and \( F \) are nonzero Banach spaces and \( F \) is reflexive then the “sub-differential” of a closed saddle–function on \( E \times F \) is maximally monotone of type (ED). Our main preliminary result is Theorem 49.4. Let \( E, F \) and \( H \) be nonzero Banach spaces. As explained in Notation 16.1, we identify \( (E \times H)^* \) with \( H^* \times E^* \), and consequently we shall identify \( (E \times H)^{**} \) with \( E^{**} \times H^{**} \). We shall use without justification the easily verifiable result that, for all \( (x, z) \in E \times H \), \( (\hat{x}, \hat{z}) = (\hat{x}, \hat{z}) \). We shall also write \( T_{CLBN}(E^{**} \times H) \) for the topology \( T_{CLB}(E^{**}) \times T_{\|\|}(H) \) on \( E^{**} \times H \) — this usage is consistent with that introduced in Definition 38.1.

**Lemma 49.1.** Let \( E \) and \( H \) be nonzero Banach spaces and \( (x^{**}, z^{**}, z) \in E^{**} \times H^{**} \times H \).

(a) Suppose that \( \{(x^{\gamma*}, z^{\gamma*})\} \) is a net of elements of \( E^{**} \times H^{**} \) such that
\[
(x^{\gamma*}, z^{\gamma*}) \rightarrow (x^{**}, z^{**}) \text{ in } T_{CLB}(E^{**} \times H^{**}).
\]
Then
\[
(x^{\gamma*}, z^{\gamma*}) \rightarrow (x^{**}, z^{**}) \text{ in } T_{CLB}(E^{**}) \times T_{CLB}(H^{**}).
\]
(b) Suppose that \( \{(x^{\gamma*}, z_{\gamma})\} \) is a net of elements of \( E^{**} \times H \) such that
\[
(x^{\gamma*}, \hat{z}_{\gamma}) \rightarrow (x^{**}, \hat{z}) \text{ in } T_{CLB}(E^{**} \times H^{**}).
\]
Then
\[
(x^{\gamma*}, z_{\gamma}) \rightarrow (x^{**}, z) \text{ in } T_{CLB}(E^{**} \times H).
\]
Proof. (a) Let $h$ be an arbitrary element of $\mathcal{CLB}(E)$, and define $g \in \mathcal{CLB}(E \times H)$ by $g := h \circ \pi_1$. Then, by direct computation,
\[ g^{**} = h^{**} \circ \pi_1 \in \mathcal{CLB}(E^{**} \times H^{**}). \]
The definition of $T_{\mathcal{CLB}}(E^{**} \times H^{**})$ now gives
\[ g^{**}(x^{**}, z^{**}) \to g^{**}(x^{**}, z^{**}), \]
that is to say $h^{**}(x^{**}) \to h^{**}(x^{**})$. It then follows from the definition of $T_{\mathcal{CLB}}(E^{**})$ that $x^{**} \to x^{**}$ in $T_{\mathcal{CLB}}(E^{**})$. The proof that $z^{**} \to z^{**}$ in $T_{\mathcal{CLB}}(H^{**})$ is similar. This completes the proof of (a). (b) is immediate from (a) and Lemma 49.4.

Remark 49.2. If $E$ is not reflexive then the converse of Lemma 49.1(a) is false. To see this, let $x^{**} \in E^{**} \setminus \hat{E}$. From Lemma 45.9(b), there exists a net \{\$x_\gamma\$\} of elements of $E$ such that $\hat{x}_\gamma \to x^{**}$ in $T_{\mathcal{CLB}}(E^{**})$. Then
\[ (\hat{x}_\gamma, x^{**}) \to (x^{**}, x^{**}) \text{ in } T_{\mathcal{CLB}}(E^{**}) \times T_{\mathcal{CLB}}(E^{**}). \]
Define $h \in \mathcal{CLB}(E \times E)$ by $h(y, z) := \|y - z\|$. Then, by direct computation, for all $(y^{**}, z^{**}) \in E^{**} \times E^{**}$, $h^{**}(y^{**}, z^{**}) = \|y^{**} - z^{**}\|$. Thus we have
\[ h^{**}(\hat{x}_\gamma, x^{**}) = \|\hat{x}_\gamma - x^{**}\| \not\to 0 = \|x^{**} - x^{**}\| = h^{**}(x^{**}, x^{**}), \]
and so $(\hat{x}_\gamma, x^{**}) \not\to (x^{**}, x^{**})$ in $T_{\mathcal{CLB}}(E^{**} \times E^{**})$. The converse of Lemma 49.1(b) is true, and will be established in Theorem 49.4.

It is worth pointing out that we give an indirect proof of Lemma 49.3 below since we do not have a simple formula for $g^*$ in terms of $h^*$.

Lemma 49.3. Let $z \in H$ and $h \in \mathcal{CLB}(E \times H)$. Define $g \in \mathcal{CLB}(E)$ by: $g(x) := h(x, z)$ for $x \in E$. Let $x^{**} \in E^{**}$. Then $g^{**}(x^{**}) = h^{**}(x^{**}, z)$.

Proof. It follows from Lemma 45.9(b) that there exists a net \{(x_\gamma, z_\gamma)\} of elements of $E \times H$ such that
\[ (\hat{x}_\gamma, \hat{z}_\gamma) \to (x^{**}, \hat{z}), \]
and then Lemma 49.1(b) implies that
\[ (\hat{x}_\gamma, z_\gamma) \to (x^{**}, z) \text{ in } T_{\mathcal{CLB}}(E^{**} \times H). \]
Since
\[ \|(\hat{x}_\gamma, \hat{z}_\gamma) - (\hat{x}_\gamma, \hat{z})\| = \|(0, \hat{z}_\gamma - \hat{z})\| = \|\hat{z}_\gamma - \hat{z}\| = \|z_\gamma - z\| \to 0, \]
(49.1) and Lemma 45.15 give $(\hat{x}_\gamma, \hat{z}) \to (x^{**}, \hat{z})$ in $T_{\mathcal{CLB}}(E^{**} \times H^{**})$, from which
\[ h^{**}(\hat{x}_\gamma, \hat{z}) \to h^{**}(x^{**}, \hat{z}). \]
For all $\gamma$, two applications of the Fenchel–Moreau theorem, Corollary 12.4, and (49.2) imply that
\[ h^{**}(\hat{x}_\gamma, \hat{z}) = h(x_\gamma, z) = g(x_\gamma) = g^{**}(\hat{x}_\gamma) \to g^{**}(x^{**}). \]
The result follows by comparing these two expressions for $\lim_\gamma h^{**}(\hat{x}_\gamma, \hat{z})$. □
Theorem 49.4. Let $E$ and $H$ be nonzero Banach spaces, $(x^*, z) \in E^{**} \times H$ and $\{(x^*_\gamma, z_\gamma)\}$ be a net of elements of $E^{**} \times H$. Then
\[(x^*_\gamma, \widehat{z}_\gamma) \to (x^*, \widehat{z}) \text{ in } T_{C\ell B}(E^{**} \times H^{**}) \iff (x^*_\gamma, z_\gamma) \to (x^*, z) \text{ in } T_{C\ell B}(E^{**} \times H).\]

Proof. ($\implies$) was proved in Lemma 49.1(b). As for ($\iff$), let $h$ be an arbitrary element of $C\ell B(E \times H)$, and define $g \in C\ell B(E)$ as in Lemma 49.3. The definition of $T_{C\ell B}(E^{**})$ and Lemma 49.3 imply that $g^{**}(x^*) \to g^*(x^*)$, and so $h^*(x^*_\gamma, \widehat{z}) \to h^*(x^*, \widehat{z})$. The definition of $T_{C\ell B}(E^{**} \times H^{**})$ now gives
\[(x^*_\gamma, \widehat{z}) \to (x^*, \widehat{z}) \text{ in } T_{C\ell B}(E^{**} \times H^{**}).\]

Since
\[
\|(x^*_\gamma, \widehat{z}_\gamma) - (x^*, \widehat{z})\| = \|(0, \widehat{z}_\gamma - \widehat{z})\| = \|\widehat{z}_\gamma - \widehat{z}\| = \|z_\gamma - z\| \to 0,
\]
Lemma 45.15 implies that $(x^*_\gamma, \widehat{z}_\gamma) \to (x^*, \widehat{z})$ in $T_{C\ell B}(E^{**} \times H^{**})$. \hspace{1cm} $\square$

We now prove a lemma on “partially inverting” a multifunction.

Lemma 49.5. Let $E$ and $F$ be nonzero Banach spaces, $F$ be reflexive and $S$: $E \times F^* \rightrightarrows F^{**} \times E^*$ be maximally monotone of type (ED). Define $P$: $E \times F \rightrightarrows F^* \times E^*$ by declaring that $((x, y), (y^*, x^*)) \in G(P)$ exactly when $((x, y^*), (\widehat{y}, x^*)) \in G(S)$. Then $P$ is maximally monotone of type (ED).

Proof. We leave to the reader the proof (using the reflexivity of $F$) that $P$ is maximally monotone. Now suppose that $((x^*, \widehat{y}), (y^*, x^*)) \in G(\overline{P})$. Then, by direct computation, $((x^*, \widehat{y}^*), (\widehat{y}, x^*)) \in G(\overline{S})$. Since $S$ is of type (ED), there exists a net $\{(x^*_\gamma, y^*_\gamma), (\widehat{y}_\gamma, x^*_\gamma)\}$ of elements of $G(S)$ such that
\[
((x^*_\gamma, \widehat{y}_\gamma), (\widehat{y}_\gamma, x^*_\gamma)) \to ((x^*, \widehat{y}^*), (\widehat{y}, x^*)) \text{ in } T_{C\ell B}(F^{**} \times E^*).
\]

Using Theorem 49.4 with $H := F^*$, this equivalent to:
\[
((x^*_\gamma, y^*_\gamma), (\widehat{y}_\gamma, x^*_\gamma)) \to ((x^*, y^*), (\widehat{y}, x^*)) \text{ in } T_{C\ell B}(E^{**} \times F) \times T_{\|}(F^* \times E^*);\]

this is, in turn, equivalent to:
\[
(x^*_\gamma, y^*_\gamma, \widehat{y}_\gamma, x^*_\gamma) \to (x^*, y^*, \widehat{y}, x^*) \text{ in } T_{C\ell B}(E^{**}) \times T_{\|}(F \times F^* \times E^*).
\]

Permuting the components and using the fact that $\widehat{\cdot}$ is an isometry, this is equivalent to
\[
(x^*_\gamma, y^*_\gamma, \widehat{y}_\gamma, x^*_\gamma) \to (x^*, y^*, \widehat{y}, x^*) \text{ in } T_{C\ell B}(E^{**}) \times T_{\|}(F \times F^* \times E^*),
\]
which is, in turn, equivalent to:
\[
((x^*_\gamma, y^*_\gamma), (y^*_\gamma, x^*_\gamma)) \to ((x^*, y^*), (y^*, x^*)) \text{ in } T_{C\ell B}(E^{**} \times F) \times T_{\|}(F^* \times E^*).
\]

Using Theorem 49.4 with $H := F$, this equivalent to
\[
((x^*_\gamma, \widehat{y}_\gamma), (y^*_\gamma, x^*_\gamma)) \to ((x^*, \widehat{y}^*), (y^*, x^*)) \text{ in } T_{C\ell B}(F^{**} \times F) \times T_{\|}(F^* \times E^*).
\]

Now, for all $\gamma$, $((x^*_\gamma, y^*_\gamma), (\widehat{y}_\gamma, x^*_\gamma)) \in G(S)$, from which $((x^*_\gamma, y^*_\gamma), (y^*_\gamma, x^*_\gamma)) \in G(P)$. Thus we have proved that $P$ is of type (ED), as required. \hspace{1cm} $\square$
A function $k: E \times F \rightarrow [-\infty, \infty]$ is said to be a saddle–function if, for all $x \in E$, the function $k_x := k(x, \cdot)$ is convex on $F$ and, for all $y \in F$, the function $-k^y := -k(\cdot, y)$ is convex on $E$. If $k$ is a saddle–function, we write

$$\text{dom } k := \{(x, y) \in E \times F: k_x(F) \subset ]-\infty, \infty[ \text{ and } -k^y(E) \subset ]-\infty, \infty[ \}.$$ 

We suppose that $\text{dom } k \neq \emptyset$. We define the multifunction $\sigma k: E \times F \Rightarrow F^* \times E^*$ by declaring that

$$((x, y), (y^*, x^*)) \in G(\sigma k) \text{ exactly when}$$

$$(x, y) \in \text{dom } k, \; x^* \in \partial(-k^y)(x) \quad \text{and} \quad y^* \in \partial(k_x)(y).$$

Rockafellar proved in [81, Theorem 3, p. 248] that if $F$ is reflexive and $k$ is “closed” in a sense made specific there then $\sigma k$ is maximally monotone. It is also noted on of [81, p. 249] that if all the functions $k_x$ for $x \in E$ and all the functions $-k^y$ for $y \in F$ are lower semicontinuous then $k$ is closed. We will show in Theorem 49.6 below that, in the situation of [81, Theorem 3], $\sigma k$ is in fact maximally monotone of type (ED), so all the desirable properties of such multifunctions outlined in Sections 39–42 are valid for $\sigma k$.

**Theorem 49.6.** Let $E$ and $F$ be nonzero Banach spaces, $F$ be reflexive and $k$ be a closed saddle–function on $E \times F$ such that $\text{dom } k \neq \emptyset$. Then $\sigma k$ is maximally monotone of type (ED).

**Proof.** It is shown by Rockafellar on [81, p. 248] that there exists $f \in PCLSC(E \times F^*)$ such that

$$(y^*, x^*) \in \sigma k(x, y) \iff (\hat{y}, x^*) \in \partial f(x, y^*).$$

The result now follows from Theorem 48.4(b) and Lemma 49.5. □

It is not so clear what happens if $F$ is not assumed to be reflexive. Rockafellar proved in [81, Theorem 2, p. 245–247] that if $k$ is finite–valued and separately continuous then $\sigma k$ is maximally monotone. However, we do not know the answer to the following problem:

**Problem 49.7.** Let $E$ and $F$ be nonzero Banach spaces and $k$ be a finite–valued and separately continuous saddle–function on $E \times F$. Is $\sigma k$ necessarily of type (D)?
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50 Introductory comments

Andrew Eberhard and Jonathan Borwein have announced the following result: if $E$ is a nonzero Banach space, $S, T : E \rightharpoonup E^*$ are maximally monotone and $D(S) \cap \text{int } D(T) \neq \emptyset$ then $S + T$ is maximally monotone. (This is Rockafellar’s constraint qualification.) This result would have far-reaching implications. It would follow from Theorems 44.1 and 44.2 that every maximally monotone multifunction, $S$, would be of type (FPV) and $D(S) = \text{co } D(S) = D(S_{\psi})$. Clearly, Theorems 46.1(b), 47.5(b) and 48.4(d) would be unnecessary, as would Corollary 51.2, Corollary 52.3 and all subsequent results in this Chapter. See [19] for a preprint of this result.

51 Voisei’s theorem

In this section we give a slight generalization of a recent beautiful result of Voisei. See [115].

Theorem 51.1. Let $E$ be a nonzero Banach space and $S, T : E \rightharpoonup E^*$ be maximally monotone. Let $D(S)$ and $D(T)$ be closed and convex and $\bigcup_{\lambda > 0} \lambda [D(S) - D(T)]$ be a closed subspace of $E$. Then $S + T$ is maximally monotone.

Proof. We first establish (24.2). To this end, suppose that $b \in E \times E^*$ and $\varphi_{S+T}(b) \leq q(b)$. Lemma 28.5 and Corollary 18.3 give

$$S + T = S + N_{D(S)} + T + N_{D(T)} = S + T + N_{D(S)} + N_{D(T)}$$

$$= S + T + N_{D(S) \cap D(T)} = S + T + N_{D(S+T)},$$

and Lemma 28.4 with $U := S + T$ and $C := D(S + T)$ gives

$$\pi_1 \text{dom } \varphi_{S+T+N_{D(S+T)}} = D(S + T).$$

(51.2)

Since $b_1 \in \pi_1 \text{dom } \varphi_{S+T}$, (51.1) and (51.2) imply that $b_1 \in D(S + T)$. This completes the proof of (24.2). From Theorem 28.6, $D(S) = D(S_{\psi})$ and $D(T) = D(T_{\psi})$, and so Theorem 24.1(c) implies that $S + T$ is maximally monotone. □
Corollary 51.2. Let $E$ be a nonzero Banach space, $S: E \to E^*$ be maximally monotone and $D(S)$ be closed and convex. Then $S$ is maximally monotone of type (FPV).

Proof. This is immediate from Theorem 51.1 and Theorem 44.1. □

52 Sums with normality maps

Theorem 52.1 is a multifunction version of the following result proved by Rockafellar in [79, Theorem 3, pp. 77 and 84]: Let $C$ be a nonempty closed convex subset of $E$, $S: E \to E^*$ be single–valued and monotone, $D(S) \supset C$, and $S$ be continuous on all line segments in $C$ with respect to the topology $w(E^*, E)$. Then $S + N_C$ is maximally monotone. Theorem 52.1 first appeared in [98, Theorem 41.1, p. 156–157].

Theorem 52.1. Let $C$ be a nonempty closed convex subset of a Banach space $E$ and $S: E \to E^*$ be monotone. Suppose that $D(S) \supset C$ and for all $x \in C$, there exists a sublinear functional $P_x$ on $E$ such that $Sx$ is the set of linear functionals $L$ on $E$ such that

\[
\begin{align*}
\langle x, b \rangle &
\end{align*}
\]

and for all $y \in C - C$, the map $x \mapsto P_x(y)$ is upper semicontinuous on all line–segments in $C$.

Then $S + N_C$ is maximally monotone.

Proof. Let $b \in E \times E^*$ and $\varphi_{S+N_C}(b) \leq q(b)$. We shall show that $b \in G(S + N_C)$, and the result will then follow from (23.10). From Lemma 28.4 with $U := S$, $\pi_1 \text{dom } \varphi_{S+N_C} = C$, and so $b_1 \in C$.

Now let $x$ be an arbitrary element of $C$ and $n \geq 1$. Write $u_n := \frac{1}{n}x + (1 - \frac{1}{n})b_1 \in C$. Since $C \subset D(S)$, there exists $u_n^* \in Su_n$. Now $(u_n, u_n^*) = (u_n, u_n^* + 0) \in G(S + N_C)$ thus

\[
\begin{align*}
\frac{1}{n} \langle b_1, u_n^* \rangle + \frac{1}{n} \langle x, b_2 - u_n^* \rangle + (1 - \frac{1}{n}) \langle b_1, b_2 \rangle &= \langle b_1, u_n^* \rangle + \frac{1}{n} \langle x, b_2 - u_n^* \rangle + (1 - \frac{1}{n}) \langle b_1, b_2 - u_n^* \rangle \\
&= \langle b_1, u_n^* \rangle + \langle u_n, b_2 \rangle - \langle u_n, u_n^* \rangle \leq \varphi_{S+N_C}(b) \leq q(b) = \langle b_1, b_2 \rangle,
\end{align*}
\]

from which we derive that $\langle x - b_1, u_n^* \rangle \geq \langle x - b_1, b_2 \rangle$. (52.1) now implies that $P_{u_n}(x - b_1) + \langle b_1 - x, b_2 \rangle \geq 0$. Letting $n \to \infty$ and using (52.2),

\[
P_{b_1}(x - b_1) + \langle b_1 - x, b_2 \rangle \geq 0.
\]

(52.1) and the Hahn–Banach–Lagrange theorem, Theorem 1.11, with $j := \cdot - b_1$ and $k := \langle b_1 - \cdot, b_2 \rangle$ now provide us with an element $x^*$ of
Sb₁ such that, for all \(x \in C\), \(\langle x - b₁, x^* \rangle + \langle b₁ - x, b₂ \rangle ≥ 0\), that is to say, \(\langle b₁, b₂ - x^* \rangle ≥ \langle x, b₂ - x^* \rangle\). Now this means that \(b₂ - x^* ∈ N_C(b₁)\), from which \(b₂ = x^* + (b₂ - x^*) \subset (S + N_C)(b₁)\) that is to say, \(b \in G(S + N_C)\). This completes the proof of Theorem 52.1.

**Theorem 52.2.** Let \(C\) be a nonempty closed convex subset of a Banach space \(E\) and \(S: E ↦ E^*\) be maximally monotone. Suppose also that \(D(S) \supset C\) and \(\bigcup_{λ > 0} \lambda[D(S_φ) - C]\) is a closed subspace of \(E\). Then \(S + N_C\) is maximally monotone.

**Proof.** Rockafellar’s maximal monotonicity theorem, Theorem 18.7, and Theorem 28.6 imply that \(N_C\) is maximally monotone and \(D((N_C)_φ) = D(N_C) = C\). Thus \(\bigcup_{λ > 0} \lambda[D(S_φ) - D((N_C)_φ)]\) is a closed subspace of \(E\). From Lemma 28.4 with \(U := S\), \(π₁\dom φ_S + N_C = C\), thus if \(b \in E × E^*\) and \(φ_{S + N_C}(b) ≤ q(b)\) then \(b₁ ∈ C = D(S) \cap C = D(S) \cap D(N_C) = D(S + N_C)\). Theorem 24.1(c) now implies that \(S + N_C\) is maximally monotone.

**Corollary 52.3.** Let \(C\) be a nonempty closed convex subset of a Banach space \(E\), \(S: E ↦ E^*\) be maximally monotone and \(D(S) \supset C\). Suppose that either \(\text{int} D(S) \cap C \neq ∅\) or \(D(S) \cap \text{int} C \neq ∅\). Then \(S + N_C\) is maximally monotone.

**Proof.** This is immediate from Theorem 52.2 since, in either case, \(\bigcup_{λ > 0} \lambda[D(S_φ) - C] = E\).

### 53 A theorem of Verona–Verona

In this section, we give a proof of a result of Verona–Verona, which was established in [114, Corollary 2.9(a), pp. 124–125] using the theory of “regular” maximally monotone multifunctions.

**Theorem 53.1.** Let \(E\) be a nonzero Banach space, \(f ∈ \mathcal{PCLSC}(E)\), \(T: E ↦ E^*\) be maximally monotone and \(D(T) = E\). Then the multifunction \(φ_{∂f + T}\) is maximally monotone.

**Proof.** Let \(b \in E × E^*\) and \(φ_{∂f + T}(b) ≤ q(b)\). We will prove that

\[
b₁ ∈ D(∂f + T).
\]

(53.1)

It will then follow from (24.2) that \(∂f + T\) is maximally monotone. Let \(y\) be an arbitrary element of \(\dom f\). Since the segment \([b₁, y]\) is compact and \(D(T) = E\), the local boundedness theorem, Theorem 26.1, provides \(η > 0\)
and \( M \geq 0 \) such that if \( C \) is the closed convex set \([b_1, y]\) + \( \{x \in E: \|x\| \leq \eta\} \) then
\[
t \in G(T) \text{ and } t_1 \in C \implies \|t_2\| \leq M. \tag{53.2}
\]
Let \( h := f + \mathbb{I}_C \in \mathcal{PCLS}(E) \). Since \( \text{dom } f \cap \text{int dom } C \ni y \), Theorem 18.1 implies that \( \partial h = \partial f + \partial C = \partial f + N_C \), from which \( D(\partial h) = D(\partial f) \cap C \). Let \( g := h(b_1) - b_2 \in \mathcal{PCLS}(E) \). By direct computation, \( G(\partial g) = G(\partial h) - b \).

We will prove that
\[
0 \in D(\partial g). \tag{53.3}
\]
Once (53.3) is known, then
\[
b_1 \in D(\partial h) = D(\partial f) \cap C \subset D(\partial f) = D(\partial f) \cap D(T) = D(\partial f + T),
\]
which gives (53.1), as required.

We now establish (53.3). If \( \inf_E g = g(0) \) then \((0, 0) \in G(\partial g)\), and (53.3) is obviously satisfied, so we can and will suppose that \( \inf_E g < g(0) \). Let \( \inf_E g < \lambda < g(0) \), and write \( K_\lambda := \sup_{g(x) < \lambda} (\lambda - g(x)) / \|x\| \). We will prove that
\[
K_\lambda \leq M. \tag{53.4}
\]
From [96, Theorem 4, pp. 221–221], \( K_\lambda \in [0, \infty[ \) and, for all \( \varepsilon \in ]0, 1[ \), there exists \( c \in G(\partial g) \) such that \( \langle c_1, c_2 \rangle \leq -(1 - \varepsilon)K_\lambda \|c_1\| < 0 \). Since \( G(\partial g) = G(\partial h) - b \), there exists \( a \in G(\partial h) \) such that
\[
\langle a_1 - b_1, a_2 - b_2 \rangle \leq -(1 - \varepsilon)K_\lambda \|a_1 - b_1\| < 0. \tag{53.5}
\]
As we have already observed, \( \partial h = \partial f + N_C \), thus there exist \( s \in G(\partial f) \) and \( n \in G(N_C) \) such that \( s_1 = n_1 = a_1 \) and \( s_2 + n_2 = a_2 \). In particular, since \( b_1 \in C \), the definition of \( N_C \) gives \( \langle a_1 - b_1, n_2 \rangle = \langle n_1 - b_1, n_2 \rangle \geq 0 \). Consequently, it follows from (53.5) and the equality \( s_2 + n_2 = a_2 \) that
\[
\langle a_1 - b_1, s_2 - n_2 - b_2 \rangle \leq \langle a_1 - b_1, s_2 + n_2 - b_2 \rangle \leq -(1 - \varepsilon)K_\lambda \|a_1 - b_1\| < 0. \tag{53.6}
\]
Since \( a_1 = n_1 \in C \), there exists \( t \in G(T) \) such that \( t_1 = a_1 \) and, using (53.2), \( \|t_2\| \leq M \). Now \( \varphi_{\partial f + T}(b) \leq g(b) \) and \( (a_1, s_2 + t_2) \in G(\partial f + T) \), from which \( \langle a_1 - b_1, s_2 + t_2 - b_2 \rangle \geq 0 \). This implies in turn that
\[
\langle a_1 - b_1, s_2 - b_2 \rangle \geq -(a_1 - b_1, t_2) \geq -M \|a_1 - b_1\|.
\]
Combining this with (53.6), we derive that
\[
-M \|a_1 - b_1\| \leq -(1 - \varepsilon)K_\lambda \|a_1 - b_1\| < 0,
\]
and so \((1 - \varepsilon)K_\lambda \leq M \). (53.4) now follows by letting \( \varepsilon \downarrow 0 \). Now let \( g(x) < g(0) \) and \( \lambda \) be an arbitrary element of \([g(x), g(0)[ \). Then the above analysis shows that \( (\lambda - g(x)) / \|x\| \leq M \), and so \( \lambda \leq g(x) + M \|x\| \). Letting \( \lambda \uparrow g(0) \) gives us that \( 0 \in \text{dom } g \) and \( g(0) \leq g(x) + M \|x\| \). Of course, this is trivially satisfied if \( g(x) \geq g(0) \), and so we have proved that
\[
x \in E \implies g(x) + M \|x\| \geq g(0).
\]
As we saw in Example 7.1, this implies that \( \partial g(0) \neq \emptyset \), and so we have established (53.3). This completes the proof of Theorem 53.1. \( \square \)
Remark 53.2. One interesting feature of the above proof is that we first establish that $K_\lambda < \infty$ and then that $K_\lambda \leq M$. This seems, at the very least, uneconomical. The proof that $K_\lambda < \infty$ does not actually appear explicitly in [96, Theorem 4]. A proof of this using a separation theorem in $E \times \mathbb{R}$ can be found in [90, Lemma 2.2(a), pp. 130–131], and a proof that does not use a separation theorem can be found in [92, Main Theorem(a), pp. 329–330]. This issue is very close to those discussed in Theorem 12.2.
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VIII Open problems

Problem 11.5. Let $C$ be a nonempty bounded closed convex subset of a Banach space $E$, $x_0$ be an extreme point of $E$, $y^* \in E^*$ and $\varepsilon > 0$. Then does there always exist $M \geq 0$ such that, for all $u, v \in C$, $M\|u + v - 2x_0\| \geq \langle v - x_0, y^* \rangle - \varepsilon$? (This is true if $E$ is reflexive.)

Problem 11.6. Do there exist a nonzero finite dimensional Banach space $E$ and $f, g \in PC(E)$ such that the pair $f, g$ is totally Fenchel unstable?

Problem 14.7. Let $F$ be a Banach space, $h, k \in PC(F)$ be Borel functions and $\text{dom } h - \text{dom } k$ surround 0. Is $h \ominus k$ necessarily (finitely) bounded above in some neighborhood of 0 in $F$? In particular: Let $C$ and $D$ be convex Borel sets in $F$ and $C - D$ be absorbing. Is $C - D$ necessarily a neighborhood of 0 in $F$?

Problem 22.12. Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f, g \in PC\{LSC}(B)$ be BC–functions and

$$\bigcup_{\lambda > 0} \lambda[\pi_2 \text{dom } f - \pi_2 \text{dom } g]$$

be a closed subspace of $E^*$. Then is $f \oplus_1 g$ a BC–function?

Problem 28.3. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be maximally monotone. Then is it necessarily true that

$$D(S \varphi) = \text{co } D(S)?$$

Problem 31.3. Is $\overline{D(S)}$ necessarily convex when $E$ is not reflexive, $S$ is maximally monotone and $\text{sur } D(S \varphi) = \emptyset$?

Problem 34.7. Let $E$ be a nonzero reflexive Banach space, $f, g \in PC\{LSC}(E \times E^*)$ be BC–functions and $\pi_1 \text{dom } f \cap \pi_1 \text{dom } g \neq \emptyset$. Suppose that there exists an increasing function $j: [0, \infty] \to [0, \infty]$ such that

$$s \in \text{pos } f \times \text{pos } g, \ s_1 \neq s_3 \text{ and } \langle s_1 - s_3, s_4 \rangle = \|s_1 - s_3\|\|s_4\|$$

$$\implies \|s_4\| \leq j(\|s_1\| + \|s_2 + s_4\| + \|s_1 - s_3\|\|s_4\|).$$

Then is it true that, for all $b \in E \times E^*$, there exist $a, c \in E \times E^*$ such that $a_1 = c_1 = b_1$, $a_2 + c_2 = b_2$ and $f^{\oplus}(a) + g^{\oplus}(c) \leq (f \oplus_2 g)^{\oplus}(a)$? If the answer to this question is “yes”, then the results of Section 34 can be more completely integrated into the theory of BC–functions.
Problem 36.4. If $S$ is maximally monotone of type (NI) then does it necessarily follow that $S$ is maximally monotone of type (D)?

Problem 36.8. Is every maximally monotone multifunction of type (FPV)?

Problem 36.10. Is every maximally monotone multifunction strongly maximally monotone?

Problem 36.12. Is every maximally monotone multifunction of type (ANA)? (We do not even know what the situation is for discontinuous positive linear operators.)

Problem 43.3. If $S$ is maximally monotone of type (NI), is $R(S)$ necessarily convex?

Problem 45.18. Let $E$ be a general non–reflexive Banach space. Does there always exist $f \in \mathcal{CC}(E)$ such that $f^{**}$ is not continuous? (This is true for $E = c_0$.)

Problem 45.21. Let $\{x_{\gamma}^{**}\}$ be a net of elements of $E^{**}$, $x_{\gamma}^{**} \in E^{**}$, $x_{\gamma}^{**} \rightarrow x^{**}$ in $w(E^{**}, E^*)$ and, for all $x \in E$, $\|x_{\gamma}^{**} - \hat{x}\| \rightarrow \|x^{**} - \hat{x}\|$. Does it necessarily follow that, for all $f \in \mathcal{CLB}(E)$, $f^{**}(x_{\gamma}^{**}) \rightarrow f^{**}(x^{**})$?

Problem 46.4. Are there any maximally monotone multifunctions with convex graph which are not either affine or with an affine inverse?

Problem 47.6. If $T: D(T) \rightarrow E^*$ is linear and of type (FP) then is $T$ necessarily maximally monotone of type (NI)?

Problem 48.3. Let $E$ be a nonzero Banach space. Let $f \in \mathcal{PCLSC}(E)$. Then is it always true that $G^{-1}(\partial f^*) \subset (G(\partial f))^{CCN}$? Let $C$ be a nonempty proper closed convex subset of $E$, $\bar{C}$ be the $w(E^{**}, E^*)$–closure of $\bar{C}$ in $E^{**}$, $x^* \in E^*$ and $\langle x^*, x^{**} \rangle = \sup \langle C, x^* \rangle$. Then does there necessarily exist a net $\{s_{\gamma}\}$ of elements of $G(N_C)$ such that $\iota(s_{\gamma}) \rightarrow (x^{**}, x^*)$ in $T_{CCN}(E^{**} \times E^*)$?

Problem 49.7. Let $E$ and $F$ be nonzero Banach spaces and $k$ be a finite–valued and separately continuous saddle–function on $E \times F$. Is $\sigma k$ necessarily of type (D)?
IX Glossary of classes of multifunctions

For the convenience of the reader, we collect together the definitions of the different classes of multifunctions introduced in the text. In all of these definitions, $E$ is a nonzero Banach space and $S: E \rightrightarrows E^*$.

**Definition 36.1.** We say that $S$ is maximally monotone of type (D) if $S$ is maximally monotone and, for all $v \in G(S)$, there exists a bounded net $\{s_\gamma\}$ of elements of $G(S)$ such that $\nu(s_\gamma) \rightharpoonup v$ in $T_{W^*N}(E^* \times E^*)$.

**Definition 36.2.** Let $S$ be maximally monotone. $S$ is said to be of type (NI) if $(v_1, v_2) \in E^* \times E^* \implies \inf_{s \in G(S)} (s_2 - v_2, \hat{s}_1 - v_1) \leq 0$. This can be rewritten $v \in E^* \times E^* \implies \inf_{s \in G(S)} \langle \nu(s) - v \rangle \leq 0$.

**Definition 36.5.** A monotone multifunction $S$ is said to be of type (FP) if, for any open convex subset $U$ of $E^*$ and $d \in E \times U$ such that $U \cap R(S) \neq \emptyset$ and $s \in G(S)$ and $s_2 \in U \implies q(s - d) \geq 0$ then $d \in G(S)$.

**Definition 36.7.** A monotone multifunction $S$ is said to be of type (FPV) if, for any open convex subset $U$ of $E$ and $d \in E \times U^*$ such that $U \cap D(S) \neq \emptyset$ and $s \in G(S)$ and $s_1 \in U \implies q(s - d) \geq 0$ then $d \in G(S)$.

**Definition 36.9.** We say that $S$ is strongly maximally monotone if $S$ is monotone and whenever $C$ is a nonempty $w(E, E^*)$–compact convex subset of $E$, $y^* \in E^*$ and, for all $s \in G(S)$, there exists $b \in C \times \{y^*\}$ such that $q(s - b) \geq 0$ then $G(S) \cap (C \times \{y^*\}) \neq \emptyset$, and, further, whenever $C$ is a nonempty $w(E^*, E)$–compact convex subset of $E^*$, $y \in E$ and, for all $s \in G(S)$, there exists $b \in \{y\} \times C$ such that $q(s - b) \geq 0$ then $G(S) \cap (\{y\} \times C) \neq \emptyset$.

**Definition 36.11.** Let $S$ be maximally monotone. We say that $S$ is maximally monotone of type (ANA) if, whenever $b \in E \times E^*$, $\alpha, \beta > 0$ and $\inf_{s \in G(S)} q(s - b) > -\alpha \beta$ then there exists $s \in G(S)$ such that $\|s_1 - b_1\| < \alpha$ and $\|s_2 - b_2\| < \beta$.

**Definition 36.13.** Let $S$ be maximally monotone. We say that $S$ is maximally monotone of type (BR) if, whenever $b \in E \times E^*$, $\alpha, \beta > 0$ and $\inf_{s \in G(S)} q(s - b) > -\alpha \beta$ then there exists $s \in G(S)$ such that $\|s_1 - b_1\| < \alpha$ and $\|s_2 - b_2\| < \beta$. 
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Definition 38.3. We say that $S$ is maximally monotone of type (ED) if $S$ is maximally monotone and $G(S) \subset G(S)^{CLBN}$.

Definition 42.9. We say that $S$ is ultramaximally monotone if $S$ is maximally monotone and $G(S) \subset \iota(G(S))$. 
Functional analysis

Lemma 1.2: Sublinear form of the Hahn–Banach theorem. Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ on $E$.

Remark 1.4: Extended sublinear functionals. An extended sublinear functional on $E$ is a subadditive and positively homogeneous map $P: E \to ]-\infty, \infty]$ such that $P(0) = 0$. We give an example of an extended sublinear functional for which the analog of Lemma 1.2 fails.

Lemma 1.6: Mazur–Orlicz theorem. Let $E$ be a nonzero vector space, $P: E \to \mathbb{R}$ be sublinear and $D$ be a nonempty convex subset of $E$. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ on $E$ and

$$\inf_D L = \inf_D P.$$ 

Definition 1.8. Let $C$ be a nonempty convex subset of a vector space. Then $\mathcal{PC}(C)$ stands for the set of all proper convex functions $k: C \to ]-\infty, \infty]$.

Definition 1.9. Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Define the vector ordering “$\leq_P$” on $E$ by declaring that $y \leq_P z$ if $P(y - z) \leq 0$. Let $C$ be a nonempty convex subset of a vector space and $j: C \to E$. We say that $j$ is $P$–convex if

$$x_1, x_2 \in C, \mu_1, \mu_2 > 0 \text{ and } \mu_1 + \mu_2 = 1 \implies j(\mu_1 x_1 + \mu_2 x_2) \leq_P \mu_1 j(x_1) + \mu_2 j(x_2).$$

Remark 1.10. “$P$–convex” can mean different things under different circumstances. Consider the special case when $E = \mathbb{R}$. If $P(y) := |y|$, $P(y) := y$, $P(y) := -y$ or $P(y) := 0$, respectively, then “$P$–convex” means “affine”, “convex”, “concave” or “arbitrary”, respectively.

Theorem 1.11: Hahn–Banach–Lagrange theorem. Let $E$ be a nonzero vector space and $P: E \to \mathbb{R}$ be sublinear. Let $C$ be a nonempty convex subset of a vector space, $k \in \mathcal{PC}(C)$ and $j: C \to E$ be $P$–convex. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ on $E$ and

$$\inf_C [L \circ j + k] = \inf_C [P \circ j + k].$$
Corollary 2.1: Sandwich theorem. Let $E$ be a nonzero vector space, $P: E \to \mathbb{R}$ be sublinear, $k \in \mathcal{P}(E)$ and $-k \leq P$ on $E$. Then there exists a linear functional $L$ on $E$ such that $-k \leq L \leq P$ on $E$.

Corollary 2.2: Extension form of the Hahn–Banach theorem. Let $E$ be a nonzero vector space, $F$ be a linear subspace of $E$, $P: E \to \mathbb{R}$ be sublinear, $M: F \to \mathbb{R}$ be linear and $M \leq P$ on $F$. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ on $E$ and $L|_F = M$.

Remark 2.3. The analog of Corollary 2.2 for extended sublinear functionals fails, even for $E = \mathbb{R}^2$.

Corollary 2.4: One–dimensional form of the Hahn–Banach theorem. Let $P$ be a sublinear functional on $E$ and $x \in E$. Then there exists a linear functional $L$ on $E$ such that $L \leq P$ on $E$ and $L(x) = P(x)$.

Notation. If $\lambda, \mu \in \mathbb{R}$, we write $\lambda \vee \mu$ for the maximum value of $\lambda$ and $\mu$, and $\lambda \wedge \mu$ for the minimum value of $\lambda$ and $\mu$.

Lemma 3.1: Fan–Glicksberg–Hoffman theorem. Let $C$ be a nonempty convex subset of a vector space and $f_1, \ldots, f_m$ be convex real functions on $C$. Then there exist $\lambda_1, \ldots, \lambda_m \geq 0$ such that $\lambda_1 + \cdots + \lambda_m = 1$ and

$$\inf_C [f_1 \vee \cdots \vee f_m] = \inf_C [\lambda_1 f_1 + \cdots + \lambda_m f_m].$$

Theorem 3.2: Fan’s minimax theorem. Let $X$ be a nonempty convex subset of a vector space, $Y$ be a nonempty convex subset of a vector space and $Y$ also be a compact Hausdorff topological space. Let $h: X \times Y \to \mathbb{R}$ be convex on $X$, and concave and upper semicontinuous on $Y$. Then

$$\inf_X \max_Y h = \max_Y \inf_X h.$$ 

Theorem 4.4: Separation theorem. Let $C$ be a nonempty convex subset of a normed space $E$ and $x \in E \setminus C$. Then there exists $z^* \in E^*$ such that $\sup_C z^* < \langle x, z^* \rangle$.

Corollary 4.5. If $F$ is a nonempty closed convex subset of a normed space $E$ then $F$ is $w(E, E^*)$–closed.

Corollary 4.6. If $D$ is a subspace of a normed space $E$ and

$$z^* \in E^* \text{ and } \langle y, z^* \rangle = 0 \text{ for all } y \in D \implies z^* = 0,$$

then $D$ is dense in $E$.

Theorem 5.1(c). Let $F$ be a nonzero normed space with dual $F^*$. Let $Y$ be a nonempty bounded convex subset of $F^*$. Finally, let $\mathcal{CS}$ stand for the set of all nonempty convex subsets of the unit ball of $F$, and $\mathcal{CCS}$ stand for the set of all nonempty closed convex subsets of the unit ball of $F$. Then the three conditions below are equivalent.
\( \overline{Y} \) is \( w(F^*, F) \)-compact.

For all \( X \in CS \), \( \inf_{x \in X} \sup_{y \in Y} \langle x, y^* \rangle = \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle \).

For all \( X \in CCS \), \( \inf_{x \in X} \sup_{y \in Y} \langle x, y^* \rangle = \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle \).

**Notation.** If \( E \) is a normed space, the *bidual*, \( E^{**} \), of \( E \), is defined to be the dual of the normed space \( E^* \).

**Corollary 5.3.** Let \( F \) be a nonzero normed space, \( X \) be a nonempty bounded convex subset of \( F \) and \( Y \) be a nonempty convex subset of \( F^* \) such that the \( w(F^*, F^{**}) \)-closure of \( Y \) is \( w(F^*, F) \)-compact. Then

\[
\inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle = \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle.
\]

**Corollary 5.4.** Let \( F \) be a nonzero reflexive Banach space, \( X \) be a nonempty bounded convex subset of \( F \) and \( Y \) be a nonempty bounded convex subset of \( F^* \). Then

\[
\inf_{x \in X} \sup_{y^* \in Y} \langle x, y^* \rangle = \sup_{y^* \in Y} \inf_{x \in X} \langle x, y^* \rangle.
\]

**Theorem 5.6: Minimax criterion for weak compactness.** Let \( E \) be a nonzero normed space with dual \( E^* \), \( CS \) be the set of all nonempty convex subsets of the unit ball of \( E^* \) and \( CCS \) be the set of all nonempty norm–closed convex subsets of the unit ball of \( E^* \). Let \( Z \) be a nonempty bounded norm–complete convex subset of \( E \). Then the three conditions below are equivalent.

\[ Z \text{ is } w(E, E^*) \text{-compact}. \]

For all \( X \in CS \), \( \inf_{x^* \in X} \sup_{z \in Z} \langle z, x^* \rangle = \sup_{z \in Z} \inf_{x^* \in X} \langle z, x^* \rangle \).

For all \( X \in CCS \), \( \inf_{x^* \in X} \sup_{z \in Z} \langle z, x^* \rangle = \sup_{z \in Z} \inf_{x^* \in X} \langle z, x^* \rangle \).

**Lagrange multipliers and KKT functionals**

**Notation.** Let \((E, \| \cdot \|)\) be a nonzero normed space and \( \preceq \) be a partial ordering on \( E \) compatible with its vector space structure. Let \( N \) be the negative cone \( \{ z \in E : z \preceq 0 \} \), and \( D_N, D_{E \setminus N} : E \to [0, \infty] \) be defined by \( D_N := \text{dist} (\cdot, N) \) and \( D_{E \setminus N} := \text{dist} (\cdot, E \setminus N) \). Let \( C \) be a nonempty convex subset of a vector space and \( j : C \to E \) be convex with respect to \( \preceq \), that is to say

\[
w, x \in C, \text{ and } \lambda \in [0, 1] \implies j(\lambda w + (1 - \lambda)x) \preceq \lambda j(w) + (1 - \lambda)j(x). \tag{6.1}
\]

Now let \( k \in PC(C) \), and \( \mu \in \mathbb{R} \) be the constrained infimum

\[
\mu = \inf_{j^{-1}N} k = \inf \{ k(x) : x \in C, j(x) \preceq 0 \}.
\]

In order to exclude trivial cases, we shall suppose that \( \inf_C k < \mu \). Let \( W := \{ w \in C : k(w) < \mu \} \neq \emptyset \).
Definition 6.3. A Lagrange multiplier for the infimization problem above is an element \( z^* \) of \( E^* \) such that \( z^* \) is \( \preceq \)-positive, that is to say, \( z^* \leq 0 \) on \( N \), and \( \inf_{x \in C} [\langle j(x), z^* \rangle + k(x)] = \mu \).

Theorem 6.4: A sharp Lagrange multiplier theorem. (a) There exists a Lagrange multiplier if, and only if

there exists \( M \geq 0 \) such that \( MD_N \circ j + k \geq \mu \) on \( C \).

In this case, there exists a Lagrange multiplier \( z^* \) such that \( \|z^*\| \leq M \).

(b) If \( z^* \) is a Lagrange multiplier then \( j(W) \subset E \setminus N \) and

\[
0 < \sup_W \frac{\mu - k}{D_N \circ j} \leq \|z^*\| < \infty.
\]

(c) If \( j(W) \subset E \setminus N \) and \( 0 < M := \sup_W \frac{\mu - k}{D_N \circ j} < \infty \) then

\[
\min \{\|z^*\|: z^* \text{ is a Lagrange multiplier} \} = M.
\]

Theorem 6.6: Slater condition result with a bound. Suppose that \( V = \{v \in \text{dom } k: j(v) \in \text{int } N\} \neq \emptyset \). Then:

(a) \( \mu = \inf_V k \).

(b) There exists a Lagrange multiplier \( z^* \) such that \( \|z^*\| \leq \inf_V \frac{k - \mu}{D_{E \setminus N} \circ j} \).

Notation. Let \( C \) be a vector space, and \( x_0 \in C \). Let \( G: C \to E \) and \( f: C \to \mathbb{R} \), and suppose that \( G(x_0) \preceq 0 \),

for all \( x \in C \), \( d^+G(x) := \lim_{\alpha \to 0^+} \frac{G(x_0 + \alpha x) - G(x_0)}{\alpha} \) exists in \( E \),

for all \( x \in C \), \( d^+f(x) := \lim_{\alpha \to 0^+} \frac{f(x_0 + \alpha x) - f(x_0)}{\alpha} \) exists in \( \mathbb{R} \),

\( d^+G: C \to E \) is \( \preceq \)-convex and \( d^+f: C \to \mathbb{R} \) is convex. Let

\[
V := \{v \in C: G(x_0) + d^+G(v) \in \text{int } N\} \neq \emptyset,
\]

and

\[
W := \{w \in C: d^+f(w) < 0\} \neq \emptyset.
\]

Suppose, finally, that

\[
\min \{f(x): x \in C, G(x) \preceq 0\} = f(x_0).
\]

Definition 6.8. A KKT functional for the minimization problem described above is a \( \preceq \)-positive element \( z^* \) of \( E^* \) such that

for all \( x \in C \), \( \langle G(x_0) + d^+G(x), z^* \rangle + d^+f(x) \geq 0 \).
Theorem 6.9: A sharp version of the KKT theorem. Suppose that
\( G(x_0) + d^+ G(W) \subset E \setminus N \), and
\[
\sup_W \frac{-d^+ f}{D_N \circ (G(x_0) + d^+ G)} < \infty.
\]
Then there exists a KKT functional for the minimization problem above, and
\[
\min \{ \|z^*\| : z^* \text{ is a KKT functional} \} = \sup_W \frac{-d^+ f}{D_N \circ (G(x_0) + d^+ G)} \leq \inf_V \frac{d^+ f}{D_{E \setminus N} \circ (G(x_0) + d^+ G)}.
\]

Convex analysis

Notation. Let \( E \) be a nonzero normed space, \( k \in \mathcal{PC}(E) \) and \( x \in E \). Then the subdifferential of \( k \) at \( x \) is defined by
\[
\partial k(x) := \{ z^* \in E^* : y \in E \implies k(x) + \langle y - x, z^* \rangle \leq k(y) \}.
\]
The Fenchel conjugate, \( k^* : E^* \to ]-\infty, \infty] \), of \( k \) is defined by
\[
k^*(x^*) := \sup_E (x^* - k).
\]

Example 7.1. Let \( E \) be a nonzero normed space, \( k \in \mathcal{PC}(E) \) and \( x \in E \). Then \( \partial k(x) \neq \emptyset \) if, and only if, \( x \in \text{dom } k \) and there exists \( M \geq 0 \) such that
\[
y \in E \implies k(x) - M \| y - x \| \leq k(y).
\]

Remark 7.3: Fenchel functionals. Let \( E \) be a nonzero normed space with dual \( E^* \), and \( f, g \in \mathcal{PC}(E) \). We will say that \( z^* \in E^* \) is a Fenchel functional for \( f \) and \( g \) if \( f^*(-z^*) + g^*(z^*) \leq 0 \).

Theorem 7.4: A sharp version of the Fenchel duality theorem. Let \( E \) be a nonzero normed space and \( f, g \in \mathcal{PC}(E) \). Then:
(a) \( f \) and \( g \) have a Fenchel functional if, and only if,
\[
\text{there exists } M \geq 0 \text{ such that,}
\]
\[
x, y \in E \implies f(x) + g(y) + M \| x - y \| \geq 0.
\]
(b) If \( z^* \in E^* \) is a Fenchel functional for \( f \) and \( g \) then
\[
\sup_{x, y \in E, x \neq y} \frac{-f(x) - g(y)}{\| x - y \|} \leq \| z^* \| < \infty.
\]
(c) If \( f + g \geq 0 \) on \( E \) and
\[
\sup_{x, y \in E, x \neq y} \frac{-f(x) - g(y)}{\| x - y \|} < \infty
\]
then
Then \( P \) bounded above in some \( T \)

\[ \text{be the canonical bilinear form on } f \text{ that} \]

Suppose that \( T \) compatible with those introduced above for normed spaces if we take \( ⟨·,·⟩ \) of \( f \), \( g \) –dual of \( T \) of \( f \).

If \( f,g \) \( E \) form that separates the points of \( T \).

Corollary 8.5: Rockafellar’s version of Fenchel duality.

Let \( \ominus \) Theorem 8.4(b): The \( \ominus \) version of the Fenchel duality theorem. Let \( f, g \in PC(E) \), \( f + g \geq 0 \) on \( E \) and

\[ F := \bigcup_{\lambda>0} \lambda(\text{dom } g - \text{dom } f) \ni 0. \]

Suppose that \( T \) is an \( E^{*} \)–compatible topology on \( E \) and \( f \ominus g \) is (finitely) bounded above in some \( T \)–neighborhood of 0 relative to \( F \). Then there exists a Fenchel functional for \( f \) and \( g \).

Corollary 8.5: Rockafellar’s version of Fenchel duality. Let \( f, g \in PC(E) \), \( f + g \geq 0 \) on \( E \), \( T \) be an \( E^{*} \)–compatible topology on \( E \), and \( g \) be (finitely) bounded above in some \( T \)–neighborhood of a point of \( \text{dom } f \). Then there exists a Fenchel functional for \( f \) and \( g \).

Theorem 8.7. Let \( E \) be a nonzero vector space, \( f \in PC(E) \), \( z_{0} \in E \), \( K \in \mathbb{R} \), and \( P:E \to \mathbb{R} \) be a seminorm such that

\[ z \in E \text{ and } P(z - z_{0}) \leq 1 \implies f(z) \leq K. \]

Then

\[ x,y \in E, P(x - z_{0}) \leq \frac{1}{2} \text{ and } P(y - z_{0}) \leq \frac{1}{2} \implies |f(x) - f(y)| \leq 4(K - f(z_{0}))P(x - y). \]
Theorem 8.8: Bipolar theorem. Let $C$ be a nonempty convex subset of $E$, $T$ be an $E^*$–compatible topology on $E$, $C^T$ be the closure of $C$ with respect to $T$ and $x \in E$. Then $x \in C^T$ if, and only if,

$$x^* \in E^* \implies \langle x, x^* \rangle \leq \sup \langle C, x^* \rangle$$

Theorem 10.1. Let $f, g \in \mathcal{PC}(E)$ and $F := \bigcup_{\lambda > 0} \lambda \left( \text{dom } g - \text{dom } f \right) \ni 0$. Let $T$ be a $E^*$–compatible topology on $E$, $x^* \in E^*$ and $(f - x^*) \ominus g$ be (finitely) bounded above in some $T$–neighborhood of $0$ relative to $F$. Then

$$(f + g)^*(x^*) = \min_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right].$$

Corollary 10.2: Rockafellar’s formula for the conjugate of a sum. Let $f, g \in \mathcal{PC}(E)$, $T$ be a $E^*$–compatible topology on $E$, and $g$ be (finitely) bounded above in some $T$–neighborhood of a point of $\text{dom } f$ and $x^* \in E^*$. Then

$$(f + g)^*(x^*) = \min_{z^* \in E^*} \left[ f^*(x^* - z^*) + g^*(z^*) \right].$$

Notation. Let $E$ be a nonzero Banach space and $f, g \in \mathcal{PC}(E)$. We say that $f$ and $g$ satisfy Fenchel duality if there exists $z^* \in E^*$ such that

$$f^*(-z^*) + g^*(z^*) = (f + g)^*(0).$$

We shall say that the pair $f, g$ is totally Fenchel unstable if $f$ and $g$ satisfy Fenchel duality but

$$y^*, z^* \in E^* \text{ and } f^*(y^*) + g^*(z^*) = (f + g)^*(y^* + z^*) \implies y^* + z^* = 0.$$

Example 11.1. We give an example of proper, convex lower semicontinuous functions $f$ and $g$ on $\mathbb{R}^2$ that satisfy Fenchel duality but, for most $r \in (\mathbb{R}^2)^* = \mathbb{R}^2$, it is not true that there exist $p, q \in \mathbb{R}^2$ such that $p + q = r$ and $f^*(p) + g^*(q) = (f + g)^*(r)$.

Example 11.3. We give an example of a totally Fenchel unstable pair $f, g \in \mathcal{PC}(\ell^2)$.

Notation: Conjugates and biconjugates with respect to a bilinear form. Let $E$ and $E^*$ be nonzero real vector spaces, and $\langle \cdot, \cdot \rangle : E \times E^* \to \mathbb{R}$ be a bilinear form that separates the point of $E$ and also separates the points of $E^*$. We define the restricted biconjugate of $f$ to be $^* (f^*): E \to [-\infty, \infty]$. To simplify notation, we shall abbreviate this to $^*(f)^*$. It follows easily from the definitions that $f \supseteq^* f^*$ on $E$. We say that $x \in E$ is a Fenchel–Moreau point of $f$ if $f(x) =^* f^*(x)$.

Example 12.1: Non Fenchel–Moreau points. Let $E$ be an infinite-dimensional normed space. Then there always exists $f \in \mathcal{PC}(E)$ such that $f$ is lower semicontinuous at $0$ but that $0$ is not a Fenchel–Moreau point of $f$. 
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Theorem 12.2: Existence of Fenchel–Moreau points. Let $T$ be an $E^*$–compatible topology on $E$, $f \in \mathcal{PC}(E)$ be (finitely) bounded below in a $T$–neighborhood of an element of $\text{dom } f$, and $f$ be $T$–lower semicontinuous at an element $y$ of $E$. Then $y$ is a Fenchel–Moreau point of $f$, and $f^* \in \mathcal{PC}(E^*)$.

Definition 16.1. If $E$ is a nonzero Hausdorff locally convex space, we write $\mathcal{PCLSC}(E)$ for the set

$$\{ f \in \mathcal{PC}(E) : f \text{ is lower semicontinuous on } E \}.$$  

Corollary 12.4: Fenchel–Moreau theorem. Let $T$ be an $E^*$–compatible topology on $E$ and $f \in \mathcal{PCLSC}(E,T)$. Then $f^* \in \mathcal{PC}(E^*)$ and $f^* = f$ on $E$.

Results that use Baire’s theorem

Notation. Let $E$ be a nonzero vector space and $A \subset E$. We write “$x \in \text{sur } A$” and say that “$A$ surrounds $x$” if, for each $w \in E \setminus \{0\}$, there exists $\delta > 0$ such that $x + \delta w \in A$.

Corollary 13.5. Let $E$ be a nonzero Banach space and $f \in \mathcal{PCLSC}(E)$. Then $\text{sur } (\text{dom } f) = \text{int } (\text{dom } f)$.

Theorem 14.2: $\oplus$–theorem. Let $F$ be a nonzero Banach space, $h,k \in \mathcal{PCLSC}(F)$, and $\text{dom } h - \text{dom } k$ surround $0$. Then $h \oplus k$ is (finitely) bounded above in a neighborhood of $0$ in $F$.

Corollary 14.3. Let $F$ be a nonzero Banach space and $f$, $k \in \mathcal{PCLSC}(F)$. Then $\text{sur}(\text{dom } f - \text{dom } k) = \text{int}(\text{dom } f - \text{dom } k)$, and so $\text{sur}(\text{dom } f - \text{dom } k)$ is open.

Theorem 15.1: Attouch–Brezis theorem. Let $E$ be a nonzero Banach space, $f$, $g \in \mathcal{PCLSC}(E)$, $\bigcup_{\lambda>0} \lambda[\text{dom } f - \text{dom } g]$ be a closed subspace of $E$ and $f + g \geq 0$ on $E$. Then there exists a Fenchel functional for $f$ and $g$.

Notation 16.1. If $E$ and $F$ are nonzero Banach spaces, we norm $E \times F$ by $\|b\| := \sqrt{\|b_1\|^2 + \|b_2\|^2}$ ($b = (b_1,b_2) \in E \times F$). The dual of $E \times F$ is $F^* \times E^*$ under the pairing

$$\langle b,v \rangle := \langle b_1,v_2 \rangle + \langle b_2,v_1 \rangle \quad (b = (b_1,b_2) \in E \times F, \ v = (v_1,v_2) \in F^* \times E^*),$$

and the dual norm of $F^* \times E^*$ is given by $\|(v_1,v_2)\| = \sqrt{\|v_1\|^2 + \|v_2\|^2}$. We define the projection maps $\pi_1, \pi_2$ by $\pi_1(x,y) := x$ and $\pi_2(x,y) := y$.

Definition 16.3. Let $E$ and $F$ be nonzero Banach spaces, $B := E \times F$ and $f,g \in \mathcal{PC}(B)$. For all $b \in B$, let

$$(f \oplus g)(b) := \inf \{ f(a) + g(c) : a,c \in B, \ a_1 = c_1 = b_1, \ a_2 + c_2 = b_2 \}.$$  

So $(f \oplus g)(x,\cdot)$ is the inf–convolution of $f(x,\cdot)$ and $g(x,\cdot)$.
Theorem 16.4(a): A bivariate version of the Attouch–Brezis theorem. Let $E$ and $F$ be nonzero Banach spaces, $B := E \times F$ and $f, g \in \mathcal{PCLSC}(B)$. Write $B^* = F^* \times E^* = (E \times F)^*$. Let

$$\bigcup_{\lambda > 0} \lambda[\pi_1 \text{dom } f - \pi_1 \text{dom } g]$$

be a closed subspace of $E$ and, for all $b \in B$, $(f \oplus_2 g)(b) > -\infty$. Then, for all $v \in B^* = (E \times F)^*$,

$$(f \oplus_2 g)^*(v) = \min \{ f^*(u) + g^*(w) : u, w \in B^*, u_1 = w_1 = v_1, u_2 + w_2 = v_2 \}.$$ 

In particular, $(f \oplus_2 g)^* = f^* \oplus_2 g^*$ on $B^*$.

Multifunctions

Notation. We now introduce some general notation for “multifunctions” or “set–valued maps”. If $X$ and $Y$ are nonempty sets, we write $S : X \rightrightarrows Y$ if, for all $x \in X$, $Sx$ is a (possibly nonempty) subset of $Y$. We define

$$G(S) := \{(x, y) : x \in X, y \in Sx\} \quad \text{and} \quad G^{-1}(S) := \{(y, x) : x \in X, y \in Sx\}.$$ 

$G(S)$ is the graph of $S$ and $G^{-1}(S)$ is the inverse graph of $S$. We shall always suppose that $G(S) \neq \emptyset$ — we shall emphasize this by saying that $S$ is nontrivial. We write $D(S) := \{x \in X : Sx \neq \emptyset\}$ and $R(S) := \bigcup_{x \in X} Sx$. $R(S)$ is the range of $S$. Finally, if $S : X \rightrightarrows Y$, we define $S^{-1} : Y \rightrightarrows X$ by $S^{-1}y := \{x \in X : Sx \ni y\}$.

Remark 17.1. Let $E$ be a nonzero Banach space and $B := E \times E^*$. For all $b = (b_1, b_2)$ and $c = (c_1, c_2) \in B$, we set $[b, c] := (b_1, c_2) + (c_1, b_2)$. Then $[\cdot, \cdot] : B \times B \to \mathbb{R}$ is a symmetric bilinear form that separates the points of $B$. We define the quadratic form $q$ on $B$ by $q(b) := \frac{1}{2}[b, b]$. Then

$$q(b_1, b_2) = \frac{1}{2}[(b_1, b_2) + (b_1, b_2)] = (b_1, b_2).$$

Consequently, if $b = (b_1, b_2)$ and $c = (c_1, c_2) \in B$ then

$$\langle b_1 - c_1, b_2 - c_2 \rangle = q(b_1 - c_1, b_2 - c_2) = q((b_1, b_2) - (c_1, c_2)) = q(b - c).$$

Let $S : E \rightrightarrows E^*$. We say that $S$ is monotone if

$$b, c \in G(S) \quad \implies \quad q(b - c) \geq 0.$$ 

If $S$ is monotone then we say that $S$ is maximally monotone when

$$\text{if } b \in B \quad \text{and} \quad (a \in G(S) \implies q(b - a) \geq 0) \quad \text{then} \quad b \in G(S).$$

Theorem 18.1: Rockafellar’s formula for the subdifferential of a sum. Let $E$ be a nonzero normed space, $f, g \in \mathcal{PC}(E)$, and $g$ be (finitely) bounded above in some neighborhood of a point of dom $f$. Then $\partial(f + g) = \partial f + \partial g$. 
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Theorem 18.2: Attouch–Brezis’s formula for the subdifferential of a sum. Let $E$ be a nonzero Banach space, $f, g \in \mathcal{PCLSC}(E)$ and $\bigcup_{\lambda > 0} \lambda[\text{dom } f - \text{dom } g]$ be a closed subspace of $E$. Then $\partial(f + g) = \partial f + \partial g$.

Theorem 18.6: Brøndsted–Rockafellar theorem. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $\alpha, \beta > 0$, $b \in E \times E^*$ and $f(b_1) + f^*(b_2) \leq q(b) + \alpha \beta$. Then there exists $s \in G(\partial f)$ such that $\|s_1 - b_1\| \leq \alpha$ and $\|s_2 - b_2\| \leq \beta$.

Theorem 18.7: Rockafellar’s maximal monotonicity theorem. Let $E$ be a nonzero Banach space and $f \in \mathcal{PCLSC}(E)$. Then $\partial f$: $E \rightrightarrows E^*$ is maximally monotone.

**SSD spaces**

**Definition 19.1.** We will say that $B$ (more precisely, $(B, [\cdot, \cdot])$) is a symmetrically self–dual space (SSD space) if $B$ is a nonzero real vector space and $[\cdot, \cdot]: B \times B \to \mathbb{R}$ is a symmetric bilinear form that separates the points of $B$. We define the quadratic form $q$ on $B$ by $q(b) := \frac{1}{2}[b, b]$. If $f \in \mathcal{P}(B)$, we write $f^{\circ\circ}$ for the Fenchel conjugate of $f$ with respect to the pairing $[\cdot, \cdot]$. We will say that a locally convex topology $T$ on $B$ is $B$–compatible if the $T$–dual of $B$ is exactly $\{[\cdot, c]: c \in B\}$.

**Notation.** If $E$ is a normed space then $T_{\|\|}(E)$ stands for the norm topology of $E$.

**Examples 19.2(a).** Let $E$ be a nonzero Banach space and $B$ and $[\cdot, \cdot]$ be defined as in Remark 17.1. Then $B$ is a SSD space. Let $T_{\mathcal{N}W}(B)$ be the topology $T_{\|\|}(E) \times w(E^*, E)$ on $B$. Then $T_{\mathcal{N}W}(B)$ is $B$–compatible. We introduce a norm on $B$ by $\|b\| := \sqrt{\|b_1\|^2 + \|b_2\|^2}$. If $E$ is not reflexive then the topology $T_{\|\|}(B)$ is not $B$–compatible.

**Definition 19.5: $q$–positive sets.** Let $B$ be a SSD space and $\emptyset \neq A \subset B$. We say that $A$ is $q$–positive if

$$b, c \in A \implies q(b - c) \geq 0.$$  

We say that $A$ is $q$–negative if

$$b, c \in A \implies q(b - c) \leq 0.$$  

**Examples 19.6(a).** In Example 19.2(a), the $q$–positive sets are exactly the sets $G(S)$, where $S: E \rightrightarrows E^*$ is nontrivial and monotone. (See the discussion in Remark 17.1.)

**Lemma 19.8.** Let $B$ be a SSD space, $f \in \mathcal{P}(B)$ and $f \geq q$ on $B$. Let $\text{pos } f := \{b \in B: f(b) = q(b)\}$. If $\text{pos } f \neq \emptyset$ then $\text{pos } f$ is a $q$–positive subset of $B$. Let $g \in \mathcal{P}(B)$ and $g \geq -q$ on $B$. Let $\text{neg } g := \{b \in B: g(b) = -q(b)\}$. If $\text{neg } g \neq \emptyset$ then $\text{neg } g$ is a $q$–negative subset of $B$.  
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Definition 19.11. Let $B$ be a SSD space. We say that $f \in \mathcal{PC}(B)$ is a BC–function if

$$b \in B \implies f^{\oplus}(b) \geq f(b) \geq q(b).$$

“BC” stands for “bigger conjugate”.

Lemma 19.12. Let $B$ be a SSD space and $f \in \mathcal{PC}(B)$ be a BC–function. Then

$$\text{pos } f^{\ominus} = \text{pos } f \subset \text{dom } f.$$

Definition 19.14. Let $B$ be a SSD space. We say that $g \in \mathcal{PC}(B)$ is a TBC–function if

$$b \in B \implies g^{\ominus}(-b) \geq g(b) \geq -q(b).$$

“TBC” stands for “twisted bigger conjugate”.

Theorem 19.16: Transversality theorem. Let $B$ be a SSD space, $f \in \mathcal{PC}(B)$ be a BC–function and $g: B \to \mathbb{R}$ be a TBC–function that is continuous with respect to a $B$–compatible topology. Then $\text{pos } f - \text{neg } g = B$.

Definition 19.17. Let $B$ be a SSD space and $A$ be a nonempty $q$–positive subset of $B$. We define the function $\Phi_A \in \mathcal{PC}(B)$ associated with $A$ by

$$\Phi_A(b) := \sup_{a \in A} \left[ \langle b, a \rangle - q(a) \right].$$

Then $\Phi_A = q$ on $A$, $\Phi_A^{\ominus} \leq q$ on $A$, $\Phi_A^{\ominus} \geq \Phi_A \lor q$ on $B$ and $A \subset \text{pos } \Phi_A^{\ominus}$. In fact, $\text{pos } \Phi_A^{\ominus}$ is the largest $q$–positive subset $C$ of $B$ such that $\Phi_C = \Phi_A$ on $B$. Writing “co” for “convex hull”,

$$A \subset \text{co } A \subset \text{dom } \Phi_A^{\ominus} \subset \text{dom } \Phi_A.$$

Example 19.20. We give an example of a BC–function on $\mathbb{R}^2$ which is not of the form $\Phi_A$ for any nonempty $q$–positive subset $A$ of $\mathbb{R}^2$.

Definition 20.1. Let $B$ be a SSD space and $A$ be a nonempty $q$–positive subset of $B$. We say that $A$ is maximally $q$–positive if $A$ is not properly contained in any other $q$–positive set. If $A$ is a maximally $q$–positive subset of $B$ then $\Phi_A$ is a BC–function and $\text{pos } \Phi_A^{\ominus} = \text{pos } \Phi_A = A$.

SSDB spaces

Definition 21.1. We will say that $B$ (more precisely, $(B, [\cdot, \cdot])$) is a symmetrically self–dual Banach space (SSDB space) if $B$ is a SSD space and a Banach space, $T_B \| (B)$ is $B$–compatible, and the norm of $[\cdot, c]$ as a functional on $B$ is identical with $\|c\|$. In this case, the quadratic form $q$ is continuous and, for all $b \in B$,

$$|q(b)| = \frac{1}{2} \| [b, b] \| \leq \frac{1}{2} \| b \|^2.$$

Let $g_0 := \frac{1}{2} \| \cdot \|^2$ on $B$. Then $g_0$ is a BC–function and a TBC–function.
Examples 21.2(a). If $E$ is a nonzero reflexive Banach space, we can define $B$ and its associated norm as in Remark 17.1 and Example 19.2(a). Then $B$ is a SSDB space.

Theorem 21.4(b). Let $B$ be a SSDB space and $f \in \mathcal{PC}(B)$ be a BC–function. Then $\text{pos } f$ is maximally $q$–positive.

Theorem 21.7: Criterion for maximal $q$–positivity. Suppose that $B$ is a SSDB space and $A$ is a nonempty $q$–positive subset of $B$. Then

$$A \text{ is maximally } q\text{–positive } \iff A - \text{neg } g_0 = B.$$ 

Definition 21.8. Let $B$ be a SSDB space and $h \in \mathcal{PC}(B)$. We say that $h$ is autoconjugate if $h^\alpha = h$ on $B$.

Lemma 21.9. Let $B$ be a SSDB space and $h \in \mathcal{PC}(B)$ be autoconjugate. Then $h$ is a BC–function and $\text{pos } h^\alpha$ is maximally $q$–positive.

Theorem 21.10: Existence of autoconjugates. Let $B$ be a SSDB space, $f \in \mathcal{PC}_{LSC}(B)$ and $f^\alpha \geq f$ on $B$. For all $b \in B$, let

$$h(b) := \inf_{c \in B} \left[ \frac{1}{2} f(b + c) + \frac{1}{2} f^\alpha(b - c) + g_0(c) \right].$$

Then:

(a) $h$ is autoconjugate.
(b) $f \vee q \leq h \leq f^\alpha$ on $B$ and $\text{pos } h$ is a maximally $q$–positive superset of $\text{pos } f^\alpha$.
(c) $b \in \text{pos } h$ if, and only if,

there exists $d \in \text{pos } g_0$ such that $(b - d, b + d) \in G(\partial f)$.

Theorem 21.11. Let $B$ be a SSDB space, $A$ be a nonempty $q$–positive subset of $B$ and, for all $b \in B$

$$h(b) := \inf_{c \in B} \left[ \frac{1}{2} \Phi_A(b + c) + \frac{1}{2} \Phi_A^\alpha(b - c) + g_0(c) \right].$$

Then:

(a) $h$ is autoconjugate.
(b) $\Phi_A \vee q \leq h \leq \Phi_A^\alpha$ on $B$ and $\text{pos } h$ is a maximally $q$–positive superset of $A$. If $A$ is maximally $q$–positive then $\text{pos } h = A$.
(c) $b \in \text{pos } h$ if, and only if,

there exists $d \in \text{pos } g_0$ such that $(b - d, b + d) \in G(\partial \Phi_A)$.

Theorem 21.12: Local transversality theorem. Let $B$ be a SSDB space, $f \in \mathcal{PC}_{LSC}(B)$ be a BC–function and $g \in \mathcal{PC}_{LSC}(B)$ be a TBC–function. Then

$$\text{int}(\text{pos } f - \text{neg } g) = \text{sur}(\text{dom } f - \text{dom } g).$$

Consequently, $\text{int}(\text{pos } f - \text{neg } g)$ is convex and $\text{sur}(\text{dom } f - \text{dom } g)$ is open.
The SSD space $E \times E^*$

**Definition 22.3.** Let $E$ be a nonzero Banach space and $f \in \mathcal{PC}(E \times E^*)$. We define the convex lower semicontinuous function $f_\perp : E \to [-\infty, \infty]$ by

$$f_\perp(x) := \sup_{b = (b_1, b_2) \in E \times E^*} \frac{\langle x, b_2 \rangle - f(b)}{1 + \|b_1\|}.$$ 

**Lemma 22.4.** Let $E$ be a nonzero Banach space, $f \in \mathcal{PC}(E \times E^*)$, and $x \in E$. Then

$$f_\perp(x) \lor 0 = \min_{a \in (\pi_1)^{-1} x} (f^{\oplus}_a(a) \lor \|a_2\|).$$ 

**Theorem 22.5.** Let $E$ be a nonzero Banach space, and $f \in \mathcal{PC}(E \times E^*)$. Then $\pi_1 \text{dom } f^{\oplus}_a = \text{dom } f_\perp$. Consequently, $f_\perp$ is proper if, and only if, $f^{\oplus}_a$ is proper.

**Corollary 22.6.** Let $E$ be a nonzero Banach space and $f, g \in \mathcal{PC}(E \times E^*)$. Then

$$\text{sur }[\pi_1 \text{dom } f^{\oplus}_a - \pi_1 \text{dom } g^{\oplus}_a] = \text{int }[\pi_1 \text{dom } f^{\oplus}_a - \pi_1 \text{dom } g^{\oplus}_a].$$ 

Consequently, $\text{sur }[\pi_1 \text{dom } f^{\oplus}_a - \pi_1 \text{dom } g^{\oplus}_a]$ is open.

**Theorem 22.8(a).** Let $E$ be a nonzero Banach space, $f \in \mathcal{PC}(E \times E^*)$, $f \geq q$ and $f^{\oplus}_a \geq q$ on $E \times E^*$. Then

$$\text{int } \pi_1 \text{pos } f^{\oplus}_a = \text{int } \pi_1 \text{dom } f^{\oplus}_a = \text{int } \text{dom } f_\perp = \text{sur } \pi_1 \text{pos } f^{\oplus}_a = \text{sur } \pi_1 \text{dom } f^{\oplus}_a = \text{sur } \text{dom } f_\perp.$$ 

Consequently, $\text{int } \pi_1 \text{pos } f^{\oplus}_a$ is convex and $\text{sur } \pi_1 \text{pos } f^{\oplus}_a$ is open.

**Reminder.** We recall that $BC$–functions were defined in Definition 19.11, and the binary operator $\oplus_2$ was defined in Definition 16.3.

**Lemma 22.9.** Let $E$ be a nonzero Banach space, $B := E \times E^*$, $f, g \in \mathcal{PCLSC}(B)$ be $BC$–functions and

$$\bigcup_{\lambda > 0} \lambda \left(\pi_1 \text{dom } f - \pi_1 \text{dom } g\right)$$ 

be a closed subspace of $E$.

Then $f \oplus_2 g$ is a $BC$–function. Furthermore, $b \in \text{pos } (f \oplus_2 g)^{\oplus}_a = \text{pos } (f \oplus_2 g)$ if, and only if, there exist $a \in \text{pos } f^{\oplus}_a = \text{pos } f$ and $c \in \text{pos } g^{\oplus}_a = \text{pos } g$ such that $a_1 = c_1 = b_1$ and $a_2 + c_2 = b_2$.

**Monotone multifunctions on general Banach spaces**

**Lemma 23.1.** Let $E$ be a nonzero Banach space, $f : E \times E^* \to [-\infty, \infty]$ be proper and convex and, for all $(x, x^*) \in E \times E^*$, $f(x, x^*) \geq \langle x, x^* \rangle$. Let

$$\text{pos } f = \{(x, x^*) \in E \times E^* : f(x, x^*) = \langle x, x^* \rangle\} \neq \emptyset.$$ 

Then the multifunction defined by $G(S) := \text{pos } f$ is monotone.
Definition 23.2: Fitzpatrick function. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. We define the Fitzpatrick function $\varphi_S: E \times E^* \to [-\infty, \infty]$ associated with $S$ by

$$\varphi_S(x, x^*) := \sup_{(s, s^*) \in G(S)} [\langle s, x^* \rangle + \langle x, s^* \rangle - \langle s, s^* \rangle].$$

Then $\varphi_S = \Phi_{G(S)}$, consequently, from the properties in Definition 19.17,

$$s \in G(S) \implies \varphi_S(s) = \langle s_1, s_2 \rangle,$$

$$b \in E \times E^* \implies \varphi_S^G(b) \geq \varphi_S(b) \lor \langle b_1, b_2 \rangle.$$

Finally, $\text{pos} \varphi_S^G$ is the graph of the largest monotone multifunction $T: E \rightrightarrows E^*$ such that $\varphi_T = \varphi_S$ on $E \times E^*$.

If $S$ is maximally monotone then, from the properties in Definition 20.1,

$$\varphi_S$$

is a BC–function and $\text{pos} \varphi_S^G = \text{pos} \varphi_S = G(S)$. Example 19.20 provides an example of a BC–function that is not the Fitzpatrick function of any maximally monotone multifunction.

Definition 23.3. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. We define the multifunction $S_{\varphi}: E \rightrightarrows E^*$ by $G(S_{\varphi}) = \text{dom} \varphi_S$. In general, $S_{\varphi}$ is not monotone but it does, of course, have a convex graph. We note then that

$$D(S_{\varphi}) = \pi_1 \text{dom} \varphi_S \quad \text{and} \quad R(S_{\varphi}) = \pi_2 \text{dom} \varphi_S.$$

Lemma 23.4. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. Then

$$G(S) \subset \text{co} G(S) \subset \text{dom} \varphi_S^G \subset \text{dom} \varphi_S = G(S_{\varphi}),$$

$$D(S) \subset \text{co} D(S) \subset \pi_1 \left( \text{dom} \varphi_S^G \right) \subset D(S_{\varphi})$$

and

$$R(S) \subset \text{co} R(S) \subset \pi_2 \left( \text{dom} \varphi_S^G \right) \subset R(S_{\varphi}).$$

Definition 23.5: Duality map. The duality map $J: E \rightrightarrows E^*$ is defined by:

$$x^* \in Jx \iff \frac{1}{2} \|x\|^2 + \frac{1}{2} \|x^*\|^2 = \langle x, x^* \rangle.$$

$J$ is maximally monotone and $G(J_{\varphi}) = \text{dom} \varphi_J = E \times E^*$. So, even if $S$ is maximally monotone, $G(S_{\varphi})$ can be much larger than $G(S)$. 
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Theorem 24.1: Sum theorem. Let $E$ be a nonzero Banach space Suppose that $S,T: E \rightrightarrows E^*$ are maximally monotone and $\bigcup_{\lambda > 0} \lambda [D(S_{\varphi}) - D(T_{\varphi})]$ be a closed subspace of $E$.
(a) If $E$ is reflexive then $S + T$ is maximally monotone.
(b) Even if $E$ is not reflexive, if $\varphi_{S+T} \geq q$ on $E \times E^*$ then $S + T$ is maximally monotone.
(c) Even if $E$ is not reflexive, if $b \in E \times E^*$ and $\varphi_{S+T}(b) \leq q(b) \Rightarrow b_1 \in D(S + T)$
then $S + T$ is maximally monotone.

Theorem 25.1: Bounded range. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and $R(S)$ be bounded. Then $D(S) = E$.

Notation. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be nontrivial and $z \in E$. We say that $S$ is locally bounded at $z$ if there exist $\eta, K > 0$ such that
$$s \in G(S) \text{ and } \|s_1 - z\| < \eta \Rightarrow \|s_2\| \leq K.$$ 

Theorem 26.1: Local boundedness theorem. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be nontrivial and monotone and $z \in \text{sur } D(S_{\varphi})$. Then $S$ is locally bounded at $z$.

Remark 26.2. Let $S: \mathbb{R}^2 \rightrightarrows \mathbb{R}^2$ be monotone and the four points $(\pm 1, \pm 1)$ lie in $D(S)$. Then $S$ is locally bounded at 0 (even if $0 \notin D(S)$).

Theorem 27.1: Six set theorem. Let $E$ be a nonzero Banach space and $S: E \rightrightarrows E^*$ be maximally monotone. Then
$$\text{int } D(S) = \text{int } (\text{co } D(S)) = \text{int } D(S_{\varphi})$$
$$= \text{sur } D(S) = \text{sur } (\text{co } D(S)) = \text{sur } D(S_{\varphi}).$$
Consequently, $\text{int } D(S)$ is convex and $\text{sur } D(S_{\varphi})$ is open.

Remark 27.2. If $S: \mathbb{R}^2 \rightrightarrows \mathbb{R}^2$ is maximally monotone and the four points $(\pm 1, \pm 1)$ are in $D(S)$ then Theorem 27.1 implies that $]-1,1[ \times ]-1,1[ \subset D(S)$ (even if we do not assume that $0 \in D(S)$).

Theorem 27.3: Nine set theorem. Let $E$ be a nonzero Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and $\text{sur } D(S_{\varphi}) \neq \emptyset$. Then
$$\overline{D(S)} = \overline{\text{co } D(S)} = \overline{D(S_{\varphi})}$$
$$= \overline{\text{int } D(S)} = \overline{\text{int } (\text{co } D(S))} = \overline{\text{int } D(S_{\varphi})}$$
$$= \overline{\text{sur } D(S)} = \overline{\text{sur } (\text{co } D(S))} = \overline{\text{sur } D(S_{\varphi})}.$$
Theorem 27.5(b): The closure of the domain. Let $E$ be a nonzero Banach space, $S: E \rightharpoonup E^*$ be monotone, and $z \in E \setminus D(S) \implies \sup_{s \in G(S)} \left[ \langle z - s_1, s_2 \rangle / \| z - s_1 \| \right] = \infty$. Then:

$$D(S) = \overline{D(S \varphi)}.$$

Theorem 27.6(b): The closure of the range. Let $E$ be a nonzero Banach space, $S: E \rightharpoonup E^*$ be monotone, and $z^* \in E^* \setminus R(S) \implies \sup_{s \in G(S)} \left[ \langle s_1, z^* - s_2 \rangle / \| z^* - s_2 \| \right] = \infty$. Then:

$$R(S) = \overline{R(S \varphi)}.$$

Notation. We write “aff” for “affine hull” and “lin” for “linear hull”. If $F$ is a subspace of the nonzero Banach space $E$, we write

$$F^\perp := \{ y^* \in E^* : \langle F, y^* \rangle = \{0\} \}.$$

Lemma 28.1. Let $E$ be a nonzero Banach space and $S, T: E \rightharpoonup E^*$ be maximally monotone. Then:

(a) $$\text{aff} [D(S \varphi) - D(T \varphi)] = \text{aff} [D(S) - D(T)].$$

(b) $$\text{lin} [D(S \varphi) - D(T \varphi)] = \text{lin} [D(S) - D(T)].$$

(c) $$\bigcup_{\lambda > 0} \lambda [D(S \varphi) - D(T \varphi)] \subset \text{lin} [D(S) - D(T)].$$

Corollary 28.2. Let $E$ be a nonzero Banach space and $S: E \rightharpoonup E^*$ be maximally monotone. Then

$$\text{aff} D(S \varphi) = \text{aff} D(S) \quad \text{and} \quad \text{lin} D(S \varphi) = \text{lin} D(S).$$

Theorem 28.6. Let $E$ be a nonzero Banach space, $S: E \rightharpoonup E^*$ be maximally monotone and $D(S)$ be closed and convex. Then

$$D(S) = \overline{D(S \varphi)}.$$

Definition 28.7. Let $F$ be a subspace of a Banach space $E$, and $S: E \rightharpoonup E^*$ be nontrivial and monotone. We say that $S$ is $F$-saturated if

$$x \in D(S) \implies Sx + F^\perp = Sx.$$

Theorem 28.9. Let $E$ and $F$ be nonzero Banach spaces, $L: F \to E$ be continuous and linear with $L(F)$ closed and $L^\ast(E^*) = F^*$, and $S: E \rightharpoonup E^*$ be nontrivial and monotone with $D(S) \subset L(F)$. Then $S$ is maximally monotone $\iff S$ is $L(F)$-saturated and $L^\ast SL$ is maximally monotone.
Corollary 28.10: The maximal monotonicity of the restriction to a subspace. Let $F$ be a nonzero closed subspace of a Banach space $E$, $S: E \rightrightarrows E^*$ be nontrivial and monotone and $D(S) \subset F$. Define $T: F \rightrightarrows F^*$ by

$$G(T) := \{(s_1, s_2 \mid_F): s \in G(S)\}.$$  

Then $S$ is maximally monotone $\iff$ $S$ is $F$-saturated and $T$ is maximally monotone.

**Monotone multifunctions on reflexive Banach spaces**

**Theorem 29.2.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. Then $S$ is maximally monotone $\iff$ for all $b \in E \times E^* \setminus G(S)$, there exists $s \in G(S)$ such that

$$\|b_1 - s_1\|^2 + \|b_2 - s_2\|^2 + 2q(b - s) = 0.$$  

**Corollary 29.3:** Negative alignment criterion for maximality. Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. Then $S$ is maximally monotone $\iff$ for all $b \in E \times E^* \setminus G(S)$, there exists $s \in G(S)$ such that

$$s_1 \neq b_1, \quad s_2 \neq b_2 \quad \text{and} \quad q(b - s) = -\|b_1 - s_1\|\|b_2 - s_2\|.$$  

**Theorem 29.5: Rockafellar’s surjectivity theorem.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be maximally monotone. Then $R(S + J) = E^*$.

**Theorem 29.6: Minimum of the norm of the resolvent.** Let $E$ be a nonzero reflexive Banach space, $S: E \rightrightarrows E^*$ be maximally monotone and

$$N := \sup_{b \in E \times E^*} \left[\|b\| - \sqrt{2\varphi_S(b)} + \|b\|^2\right] \vee 0.$$  

Then

$$\min \{\|x\|: x \in E, \ (S + J)x \geq 0\} = \frac{1}{\sqrt{2}}N$$  

and

$$\sup \{\|x\|: x \in E, \ (S + J)x \geq 0\} \leq \sqrt{2} \inf_{b \in G(S)} [\|b_1\| + \|b_2\|].$$  

**Theorem 29.8: Autoconjugates.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be nontrivial and monotone. For all $b \in E \times E^*$, let

$$h(b) := \inf_{c \in E \times E^*} \left[\frac{1}{2}\varphi_S(b + c) + \frac{1}{2}\varphi_S^\circ(b - c) + g_0(c)\right].$$  

Then:

(a) $h$ is autoconjugate.

(b) $\varphi_S \vee q \leq h \leq \varphi_S^\circ$ on $E \times E^*$ and $\text{pos } h$ is a maximally monotone superset of $G(S)$. If $S$ is maximally monotone then $\text{pos } h = G(S)$.

(c) $b \in \text{pos } h$ if, and only if,
There exists $d \in G(J)$ such that $(b-d, b+d) \in G(\partial \varphi_S)$.

**Theorem 30.1.** Let $E$ be a nonzero reflexive Banach space, $w^* \in E^*$ and $f, g \in P\mathcal{CLS}(E \times E^*)$ be BC–functions such that $E \times \{w^*\} \subset \text{dom } f$ and $\pi_2 \text{dom } g = E^*$. We define $\rho_2: E \times E^* \to E \times E^*$ by $\rho_2(b) := (b_1, -b_2)$. Then:

(a) $\text{pos } f - \rho_2 \text{pos } g = E \times E^*$ and $\text{pos } f + \rho_2 \text{pos } g = E \times E^*$.

(b) If $x \in E$ then there exist $(y, y^*) \in \text{pos } f$ and $(z, y^*) \in \text{pos } g$ such that $y + z = x$.

(c) If $x^* \in E^*$ then there exist $(y, y^*) \in \text{pos } f$ and $(y, z^*) \in \text{pos } g$ such that $y^* + z^* = x^*$.

**Theorem 30.2: Surjectivity theorem.** Let $E$ be a nonzero reflexive Banach space, $S, T: E \rightrightarrows E^*$ be maximally monotone and $G(S_\varphi) - \rho_2 G(T_\varphi) = E \times E^*$. Then $R(S + T) = E^*$.

**Theorem 30.3.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ and $T: E^* \rightrightarrows E$ be maximally monotone. Suppose that $D(T_\varphi) = E^*$ and $\bigcap_{x \in E} S_\varphi(x) \neq \emptyset$. Then:

(a) If $I_E$ is the identity map on $E$, $(I_E + TS)(E) = E$.

(b) If $I_{E^*}$ is the identity map on $E^*$, $(I_{E^*} + ST)(E^*) = E^*$.

**Theorem 30.4: Abstract Hammerstein theorem.** Let $E$ be a nonzero reflexive Banach space, $S: E \rightrightarrows E^*$ and $T: E^* \rightrightarrows E$ be maximally monotone. Suppose that either $D(T_\varphi) = E^*$ and $\bigcap_{x \in E} S_\varphi(x) \neq \emptyset$ or $D(S_\varphi) = E$ and $\bigcap_{x^* \in E^*} T_\varphi(x^*) \neq \emptyset$. Then $(I_E + TS)(E) = E$.

**Theorem 31.2.** Let $E$ be a nonzero reflexive Banach space and $S: E \rightrightarrows E^*$ be maximally monotone. Then

$$
\overline{D(S)} = \text{co } \overline{D(S)} = \text{co } \overline{D(S_\varphi)} \quad \text{and} \quad \overline{R(S)} = \text{co } \overline{R(S)} = \overline{R(S_\varphi)}.
$$

Consequently, $\overline{D(S)}$ and $\overline{R(S)}$ are both convex.

**Definition 31.5.** We say that a monotone multifunction $S: E \rightrightarrows E^*$ is rectangular if

$$
D(S) \times R(S) \subset G(S_\varphi).
$$

**Corollary 31.6: Brezis–Haraux theorem.** Let $E$ be a nonzero reflexive Banach space, $S, T: E \rightrightarrows E^*$ be monotone, and $S + T$ be maximally monotone. If either

$S$ and $T$ are both rectangular,

or

$$
D(S) \subset D(T) \quad \text{and} \quad T \text{ is rectangular},
$$

then the Brezis–Haraux condition

$$
\text{int } R(S + T) = \text{int } [R(S) + R(T)] \quad \text{and} \quad \overline{R(S + T)} = \overline{R(S)} + \overline{R(T)}
$$

is satisfied.
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Theorem 32.2: Sandw iched closed subspace theorem. Let $E$ be a nonzero reflexive Banach space, $S, T$: $E \rightharpoonup E^*$ be maximally monotone, and suppose that there exists a closed subspace $F$ of $E$ such that

$$D(S) - D(T) \subset F \subset \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)].$$

Then $S + T$ is maximally monotone. Furthermore, for all $\varepsilon > 0$,

$$D(S) - D(T) \subset D(S_\varphi) - D(T_\varphi) \subset (1 + \varepsilon)(D(S) - D(T)),$$

(that is to say, $D(S_\varphi) - D(T_\varphi)$ and $D(S) - D(T)$ are almost identical) and

$$\bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)] = \bigcup_{\lambda > 0} \lambda[D(S) - D(T)].$$

Corollary 32.3. Let $E$ be a nonzero reflexive Banach space, $S, T$: $E \rightharpoonup E^*$ be maximally monotone, and suppose that one of the conditions below is satisfied:

$$\bigcup_{\lambda > 0} \lambda[D(S) - D(T)] \text{ is a closed subspace of } E$$

$$\bigcup_{\lambda > 0} \lambda[\co D(S) - \co D(T)] \text{ is a closed subspace of } E$$

$$\bigcup_{\lambda > 0} \lambda[\pi_1 \dom \varphi_S^{\oplus} - \pi_1 \dom \varphi_T^{\oplus}] \text{ is a closed subspace of } E.$$ Then $S + T$ is maximally monotone. Furthermore, in any of these cases,

$$\bigcup_{\lambda > 0} \lambda[D(S) - D(T)] = \bigcup_{\lambda > 0} \lambda[\co D(S) - \co D(T)]$$

$$= \bigcup_{\lambda > 0} \lambda[\pi_1 \dom \varphi_S^{\oplus} - \pi_1 \dom \varphi_T^{\oplus}]$$

$$= \bigcup_{\lambda > 0} \lambda[D(S_\varphi) - D(T_\varphi)].$$

Theorem 33.1: > six set theorem. Let $E$ be a nonzero reflexive Banach space and the multifunctions $S, T$: $E \rightharpoonup E^*$ be maximally monotone. Then:

$$\interior[D(S) - D(T)] = \interior[\co D(S) - \co D(T)] = \interior[D(S_\varphi) - D(T_\varphi)]$$

$$= \sur[D(S) - D(T)] = \sur[\co D(S) - \co D(T)] = \sur[D(S_\varphi) - D(T_\varphi)].$$

Consequently, $\interior[D(S) - D(T)]$ is convex.

Theorem 33.2: > nine set theorem. Let $E$ be a nonzero reflexive Banach space, $S, T$: $E \rightharpoonup E^*$ be maximally monotone and $\sur[D(S_\varphi) - D(T_\varphi)] \neq \emptyset$. Then:

$$\overline{D(S) - D(T)} = \overline{\co D(S) - \co D(T)} = \overline{D(S_\varphi) - D(T_\varphi)}$$

$$= \overline{\interior[D(S) - D(T)]} = \overline{\interior[\co D(S) - \co D(T)]} = \overline{\interior[D(S_\varphi) - D(T_\varphi)]}$$

$$= \overline{\sur[D(S) - D(T)]} = \overline{\sur[\co D(S) - \co D(T)]} = \overline{\sur[D(S_\varphi) - D(T_\varphi)].}$$

Consequently, $\overline{D(S) - D(T)}$ is convex.
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Corollary 34.5: Brezis–Crandall–Pazy theorem. Let $E$ be a nonzero reflexive Banach space, $S: E \to E^*$ and $T: E \to E^*$ be maximally monotone, $D(S) \subset D(T)$, and suppose that there exist increasing functions $k: [0,\infty] \to [0,1]$ and $C: [0,\infty] \to [0,\infty]$ such that,

$$x \in D(S) \implies |Tx| \leq k(\|x\|)|Sx| + C(\|x\|).$$

Then $S + T$ is maximally monotone.

Corollary 34.6. Let $E$ be a nonzero reflexive Banach space, $S: E \to E^*$ and $T: E \to E^*$ be maximally monotone, $D(S) \subset D(T)$, and suppose that $0 < p < 1$ and there exist increasing functions $k: [0,\infty] \to [0,\infty]$ and $C: [0,\infty] \to [0,\infty]$ such that,

$$x \in D(S) \implies |Tx| \leq k(\|x\|)|Sx|^p + C(\|x\|).$$

Then $S + T$ is maximally monotone.

Monotone multifunctions on general Banach spaces again

Notation. Let $E$ be a nonzero Banach space and $B := E \times E^*$. In Example 19.2(a), we considered $B$ as a SSD space. We recall from Remark 17.1 that if $b = (b_1, b_2) \in B$ then $q(b) = (b_1, b_2)$. Of course, $B$ is also a normed space under the norm $\|(b_1, b_2)\| = \sqrt{\|b_1\|^2 + \|b_2\|^2}$.

Even though $B$ is a SSD space and a Banach space, it is not a SSDS space if $E$ is not reflexive, since the topology $T_{\|\|}(B)$ is not $B$–compatible.

Following Notation 16.1, the norm–dual of $B$ is $B^* = E^{**} \times E^*$ under the pairing

$$\langle b, v \rangle := \langle b_1, v_2 \rangle + \langle b_2, v_1 \rangle \quad (b = (b_1, b_2) \in B, \; v = (v_1, v_2) \in B^*),$$

and the dual norm of $B^*$ is given by $\|(v_1, v_2)\| = \sqrt{\|v_1\|^2 + \|v_2\|^2}$.

$B^*$ is also a SSD space under the bilinear form

$$[u, v] := \langle v_2, u_1 \rangle + \langle u_2, v_1 \rangle \quad (u = (u_1, u_2) \in B^*, \; v = (v_1, v_2) \in B^*).$$

We define $\tilde{q}: B^* \to \mathbb{R}$ by $\tilde{q}(v) := \frac{1}{2}[v, v]$. $\tilde{q}$ is a quadratic form on $B^*$ and, since $\tilde{q}(v_1, v_2) = \langle v_2, v_1 \rangle$, bilinear on $E^{**} \times E^*$.

We say that $h: B \to [-\infty, \infty]$ is a $\tilde{B}C$–function if $h$ is a BC–function and $h^* \geq \tilde{q}$ on $B^*$.

As in Definition 21.1, we write $g_0 := \frac{1}{2}\|\cdot\|^2$ on $B$. Then $g_0$ is a $\tilde{B}C$–function.

If $\psi \in \mathcal{PC}(B^*)$ and $\psi \geq \tilde{q}$ on $B^*$, let

$$\text{pos} \psi = \{v \in B^*: \psi(v) = \tilde{q}(v)\}.$$

Lemma 19.8 implies that if $\text{pos} \psi \neq \emptyset$ then $\text{pos} \psi$ is a $\tilde{q}$–positive subset of $B^*$.

Lemma 35.1. Let $E$ be a nonzero Banach space, $k \in \mathcal{PCLSC}(E)$ and $g(c) := k(c_1) + k^*(c_2) \quad (c = (c_1, c_2) \in E \times E^*)$. Then $g$ is a $\tilde{B}C$–function.
Example 35.2: Gossez’s skew operator. Let $E := \ell^1$, and $S: \ell^1 \to E^* = \ell^\infty$ be defined by

$$(Sx)_n = -\sum_{k<n} x_k + \sum_{k>n} x_k \quad (x \in \ell^1).$$

Then $\varphi_S$ is not a $\widehat{\text{BC}}$-function.

**Notation: The canonical map into the bidual and Gossez’s extension.** Let $E$ be a nonzero Banach space. We define the linear operator $\widehat{\iota}: E \to E^{**}$ such that $x \in E$ and $x^* \in E^* \implies \langle x^*, \widehat{x} \rangle = \langle x, x^* \rangle$. If $S: E \rightrightarrows E^*$, then $\overline{S}$: $E^{**} \rightrightarrows E^*$ is defined by:

$$v = (v_1, v_2) \in G(\overline{S}) \iff \inf_{s \in G(S)} \{s_2 - v_2, \widehat{s_1} - v_1 \} \geq 0.$$

**Theorem 36.3.** Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone.

(a) Let $S$ be of type (D). Then $S$ is of type (NI).

(b) Let $S$ be of type (NI). Then $\varphi_S$ is a $\overline{\text{BC}}$-function, $\overline{\text{pos}} \varphi_S^* \subset G(\overline{S})$, and there exists $v \in G(\overline{S})$ such that $\|v_1\|^2 = \|v_2\|^2 = -\overline{\eta}(v)$.

**Remark 36.6: The tail operator.** Let $E := \ell^1$, and $S$: $\ell^1 \to E^* = \ell^\infty$ be defined by

$$(Sx)_n = \sum_{k \geq n} x_k \quad (x \in \ell^1).$$

Then $S$ is positive and not of type (FP).

**Theorem 37.1.** Let $E$ be a nonzero Banach space, and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (D). Then $S$ is of type (FP).

**Notation: The full biconjugate.** Let $E$ be a nonzero Banach space. We write $\mathcal{PCPC}(E)$ for the set of all those $f \in \mathcal{PC}(E)$ such that $\text{dom } f^* \neq \emptyset$. Suppose now that $f \in \mathcal{PCPC}(E)$. Then the (full) biconjugate, $f^{**}$, of $f$ is the function from the bidual, $E^{**}$, of $E$ into $]-\infty, \infty]$ defined by

$$f^{**}(x^{**}) := (f^*)^*(x^{**}) = \sup_{x^* \in E^*} \left[ \langle x^*, x^{**} \rangle - f^*(x^*) \right] \quad (x^{**} \in E^{**}).$$

**Definition 38.1.** Let $E$ be a nonzero Banach space. We write $\mathcal{CLB}(E)$ for the set of all convex functions $f$: $E \to \mathbb{R}$ that are Lipschitz on the bounded subsets of $E$ or equivalently, from Theorem 8.7, bounded above on the bounded subsets of $E$. Consequently

$$f \in \mathcal{CLB}(E) \implies f^{**} \in \mathcal{CLB}(E^{**}).$$

We define the topology $\mathcal{T}_{\mathcal{CLB}}(E^{**})$ on $E^{**}$ to be the coarsest topology on $E^{**}$ making all the functions $h^{**}$: $E^{**} \to \mathbb{R}$ ($h \in \mathcal{CLB}(E)$) continuous. Then $\mathcal{T}_{\mathcal{CLB}}(E^{**} \times E^*)$ stands for the topology $\mathcal{T}_{\mathcal{CLB}}(E^{**}) \times \mathcal{T}_{\| \cdot \|}(E^*)$ on $E^{**} \times E^*$.

**Theorem 38.4.** Let $E$ be a nonzero reflexive Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone. Then $S$ is of type (ED).
Theorem 39.1. Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (ED). Then $S$ is of type (FPV).

Theorem 40.1. Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (ED). Then $S$ is strongly maximal.

Theorem 41.1. Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be strongly maximally monotone. Suppose that $y \in E$, $K \geq 0$ and

$$s \in G(S) \quad \text{and} \quad \|s_2\| > K \quad \implies \quad \langle s_1 - y, s_2 \rangle \geq 0.$$

Then there exists $x^* \in E^*$ such that $\|x^*\| \leq K$ and $(y, x^*) \in G(S)$ and, in particular, $y \in D(S)$.

Corollary 41.2. Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be strongly maximally monotone, and $S^{-1}$: $E^* \rightrightarrows E$ be coercive, that is to say $\inf \langle S^{-1}x^*, x^* \rangle /\|x^*\| \to \infty$ as $\|x^*\| \to \infty$. Then $D(S) = E$.

Theorem 41.3. Let $E$ be a nonzero reflexive Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone. Suppose that $y^* \in E^*$, $K \geq 0$ and

$$s \in G(S) \quad \text{and} \quad \|s_1\| > K \quad \implies \quad \langle s_1, s_2 - y^* \rangle \geq 0.$$

Then there exists $x \in E$ such that $\|x\| \leq K$ and $(x, y^*) \in G(S)$ and, in particular, $y^* \in R(S)$.

Corollary 41.4: Coercivity and surjectivity. Let $E$ be a nonzero reflexive Banach space and $S$: $E \rightrightarrows E^*$ be strongly maximally monotone and coercive, that is to say $\inf \langle x, Sx \rangle /\|x\| \to \infty$ as $\|x\| \to \infty$. Then $R(S) = E^*$.

Theorem 42.6. Let $E$ be a nonzero Banach space, $T$: $E \rightrightarrows E^*$ be maximally monotone of type (ED), $b \in E \times E^*$ and $\alpha, \beta > 0$. Then:

(b) If $b \in E \times E^* \setminus G(T)$ then there exists $t \in G(T)$ such that $t_1 \neq b_1, t_2 \neq b_2$,

$$t_1 - b_1 \over t_2 - b_2 \text{ is as near as we please to } \frac{\alpha}{\beta}$$

and

$$q(t - b) \over ||t_1 - b_1||||t_2 - b_2|| \text{ is as near as we please to } -1.$$

In particular, $T$ is of type (ANA) (see Definition 36.11).

(c) If, further, $\inf_{t \in G(T)} q(t - b) > -\alpha \beta$ then we can take $t$ so that, in addition, $\|t_1 - b_1\| < \alpha$ and $\|t_2 - b_2\| < \beta$. So $T$ is of type (BR).

Remark 42.7. Let $S$: $\ell^1 \to \ell^\infty$ be Gossez’s skew linear map of Example 35.2. Then $S$ is of type (BR) but not of type (NI).

Notation. If $\eta > 0$ then the multifunction $J_\eta$: $E \rightrightarrows E^*$ is defined by declaring that $s \in G(J_\eta)$ when $g_0(s) - q(s) \leq \eta$.

Theorem 42.8. Let $E$ be a nonzero Banach space, $T$: $E \rightrightarrows E^*$ be maximally monotone of type (ED), and $\lambda, \eta > 0$. Then $R(T + \lambda J_\eta) = E^*$.
Theorem 43.1. Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (FP). Then

$$R(S) = \text{co } R(S) = R(S_\varphi).$$

Theorem 43.4. Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be monotone, and suppose that there exists $\eta > 0$ such that, for all $\lambda > 0$, $R(T + \lambda J_\eta) = E^*$. Then

$$R(S) = \text{co } R(S) = R(S_\varphi).$$

Notation. Let $E$ be a nonzero Banach space and $C$ be a nonempty closed convex subset of $E$. Then the normality multifunction of $C$, $N_C$: $E \rightrightarrows E^*$ is defined by

$$(x, x^*) \in G(N_C) \iff x \in C \text{ and } \langle x, x^* \rangle = \max(C, x^*).$$

Theorem 44.1. Let $E$ be a nonzero Banach space, $S$: $E \rightrightarrows E^*$ be maximally monotone and suppose that if $C$ is a nonempty closed convex subset of $E$, and $D(S) \cap \text{int } C \neq \emptyset$ then $S + N_C$ is maximally monotone. Then $S$ is necessarily of type (FPV).

Theorem 44.2. Let $E$ be a nonzero Banach space and $S$: $E \rightrightarrows E^*$ be maximally monotone of type (FPV). Then

$$D(S) = \text{co } D(S) = D(S_\varphi).$$

Definition 45.4. We write $CC(E)$ for the set of all real convex continuous functions on $E$.

Corollary 45.5: The biconjugate of a maximum. Let $E$ be a nonzero Banach space, $h_0 \in \mathcal{P} \mathcal{C} \mathcal{P} \mathcal{C}(E)$ and $h_1, \ldots, h_m \in CC(E)$. Then

$$(h_0 \vee \cdots \vee h_m)^* = h_0^{**} \vee \cdots \vee h_m^{**} \text{ on } E^{**}.$$

Definition 45.7. Let $E$ be a nonzero Banach space. We define the topology $T_{CC}(E^{**})$ on $E^{**}$ to be the coarsest topology on $E^{**}$ such that, for all $f \in CC(E)$, all of the functions $f^{**}: E^{**} \to ]-\infty, \infty]$ are continuous. Clearly, $T_{CLB}(E^{**}) \subset T_{CC}(E^{**})$. We write $T_{CCN}(E^{**} \times E^*)$ for the topology $T_{CC}(E^{**}) \times T_{\|}((E^*)^*)$ on $E^{**} \times E^*$.

Lemma 45.9: Density results. Let $E$ be a nonzero Banach space.

(a) Let $f \in \mathcal{P} \mathcal{C} \mathcal{P} \mathcal{C}(E)$ and $x^{**} \in E^{**}$. Then there exists a net $\{x_{\gamma}\}$ of elements of $E$ such that $\widehat{x_{\gamma}} \to x^{**}$ in $T_{CC}(E^{**})$, $\widehat{x_{\gamma}} \to x^{**}$ in $T_{CLB}(E^{**})$, $f(x_{\gamma}) \to f^{**}(x^{**})$ and $f^{**}(\widehat{x_{\gamma}}) \to f^{**}(x^{**})$.

(b) $\widehat{E}$ is a dense subset of $E^{**}$, $T_{CC}(E^{**})$ and $(E^{**}, T_{CLB}(E^{**}))$.

Corollary 45.10. Let $E$ be a nonzero Banach space and $C$ be a nonempty convex subset of $E$. Then the $w(E^{**}, E^*)$-closure of $\widehat{C}$, the $T_{CLB}(E^{**})$-closure of $\widehat{C}$ and the $T_{CC}(E^{**})$-closure of $\widehat{C}$ are identical.
Lemma 45.11. Let $E$ be a nonzero Banach space, and write $\iota$ for the linear isometry of $E \times E^*$ into $E^{**} \times E^*$ defined by $\iota(b_1, b_2) := (\hat{b}_1, b_2)$. Let $C$ be a nonempty convex subset of $E \times E^*$. Then the $T_{\mathcal{W}N}(E^{**} \times E^*)$–closure of $\iota(C)$, the $T_{\mathcal{CLB}}(E^{**} \times E^*)$–closure of $\iota(C)$ and the $T_{\mathcal{CCN}}(E^{**} \times E^*)$–closure of $\iota(C)$ are identical.

Remark 45.13. If $E$ is not reflexive then neither of $(E^{**}, T_{\mathcal{CLB}}(E^{**}))$ and $(E^{**}, T_{\mathcal{CC}}(E^{**}))$ is a topological vector spaces.

Theorem 45.14. Let $E$ be a nonzero Banach space.
(a) $T_{\mathcal{CC}}(E^{**}) = T_{\|\|(E^{**})} \iff E$ is reflexive.
(b) $T_{\mathcal{CLB}}(E^{**}) = T_{\|\|(E^{**})} \iff E$ is reflexive

Example 45.16. We give an example of a function $f \in \mathcal{CC}(c_0)$ such that $f^{**}$ is not continuous on $c_0^{**} = \ell^\infty$. Define $f \in \mathcal{CC}(c_0)$ by
$$f(x) := \sum_{n \geq 1} x_n 2^n \quad (x = \{x_n\}_{n \geq 1} \in c_0).$$

Remark 45.17. Let $f \in \mathcal{CC}(c_0)$ be as in Example 45.16. Then, from the definition of $T_{\mathcal{CC}}(\ell^\infty)$, $f^{**}$ is $T_{\mathcal{CC}}(\ell^\infty)$–continuous. Since $f^{**}$ is not $T_{\|\|(\ell^\infty)}$–continuous, it follows that $T_{\mathcal{CC}}(\ell^\infty) \not\subset T_{\|\|(\ell^\infty)}$.

Theorem 46.1: Operators with convex graph. Let $E$ be a nonzero Banach space, $S: E \rightharpoonup E^*$ be maximally monotone and $G(S)$ be convex. Then:
(a) $S$ is strongly maximal.
(b) $S$ is of type (FPV).
(c) If $S$ is of type (NI) then $S$ is of type (ED) (and hence of type (D) and type (FP)).

Theorem 46.3: Sum theorem for operators with convex graph. Let $E$ be a nonzero Banach space, $S, T: E \rightharpoonup E^*$ be maximally monotone, and $G(S)$ and $G(T)$ be convex and $\bigcup_{\lambda > 0} \lambda[D(S) - D(T)]$ be a closed subspace of $E$. Then $S + T$ is maximally monotone.

Remark 47.8. We do not know if $S$ is necessarily of type (ANA) if $D(S)$ is a subspace of $E$ and $S: D(S) \to E^*$ is linear and maximally monotone.

Example 47.9. Let $E = \ell^1$, and $S: \ell^1 \to \ell^\infty$ be the tail operator defined in Remark 36.6. Then $S$ is of type (ANA) but not of type (BR).

Theorem 48.4: Properties of subdifferentials. Let $E$ be a nonzero Banach space and $f \in \mathcal{PC}_{\mathcal{LSC}}(E)$.
(b) $\partial f$ is maximally monotone of type (ED).
(c) $\partial f$ is maximally monotone of type (FP).
(d) $\partial f$ is maximally monotone of type (FPV).
(e) $\partial f$ is strongly maximally monotone.
(f) $\partial f$ is maximally monotone of type (ANA).
(g) $\partial f$ is maximally monotone of type (BR).
Theorem 48.6. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $b \in E \times E^* \setminus G(\partial f)$ and $\alpha$, $\beta > 0$. Then:
(a) There exists $s \in G(\partial f)$ such that $s_1 \neq b_1$, $s_2 \neq b_2$,
$$\|s_1 - b_1\|, \|s_2 - b_2\|$$
as near as we please to $\frac{\alpha}{\beta}$
and
$$\frac{q(s - b)}{\|s_1 - b_1\| \|s_2 - b_2\|}$$
as near as we please to $-1$.
(b) If, further, $\inf_{s \in G(\partial f)} q(s - b) > -\alpha \beta$, then we can take $s$ so that, in addition, $\|s_1 - b_1\| < \alpha$ and $\|s_2 - b_2\| < \beta$.

Corollary 48.8: An almost considerable extension of the Brøndsted–Rockafellar theorem. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $b \in E \times E^* \setminus G(\partial f)$, $\alpha, \beta > 0$ and $f(b_1) + f^*(b_2) < q(b) + \alpha \beta$. Then there exists $s \in G(\partial f)$ such that $\|s_1 - b_1\| \in ]0, \alpha[,$ $\|s_2 - b_2\| \in ]0, \beta[,$
$$\|s_1 - b_1\|, \|s_2 - b_2\|$$
as near as we please to $\frac{\alpha}{\beta}$
and
$$\frac{q(s - b)}{\|s_1 - b_1\| \|s_2 - b_2\|}$$
as near as we please to $-1$.

Theorem 49.6. Let $E$ and $F$ be nonzero Banach spaces, $F$ be reflexive and $k$ be a closed saddle–function on $E \times F$ such that $\text{dom} \ k \neq \emptyset$. Then the “subdifferential” of $k$ is maximally monotone of type (ED).

Theorem 51.1: Voisei’s theorem. Let $E$ be a nonzero Banach space and $S, T : E \rightrightarrows E^*$ be maximally monotone. Let $D(S)$ and $D(T)$ be closed and convex and $\bigcup_{\lambda > 0} \lambda[D(S) - D(T)]$ be a closed subspace of $E$. Then $S + T$ is maximally monotone.

Corollary 51.2. Let $E$ be a nonzero Banach space, $S : E \rightrightarrows E^*$ be maximally monotone and $D(S)$ be closed and convex. Then $S$ is maximally monotone of type (FPV).

Theorem 53.1: Verona–Verona’s theorem. Let $E$ be a nonzero Banach space, $f \in \mathcal{PCLSC}(E)$, $T : E \rightrightarrows E^*$ be maximally monotone and $D(T) = E$. Then the multifunction $\partial f + T$ is maximally monotone.
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